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How to guides
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2 About



CHA

PTER 1

Features

Kylo is a full-featured Data Lake platform built on Apache Hadoop and Spark. Kylo provides a turn-key, business-
friendly Data Lake solution enabling data ingest, data preparation, and data discovery.

Features

Description

License

Apache 2.0

Major Features

Data Ingest

Users can easily configure feeds in guided Ul

Data Preparation

Visual sql builder and data wrangling

Operations dashboard

Feed health and service monitoring

Global search

Lucene search against data and metadata

Data Processing

Data Ingest Guided Ul for data ingest into Hive (extensible)
Data Export Export data to RDBMS or other targets
Data Wrangling Visually wrangle data and build/schedule recipes

PySpark, Spark Jobs

Execute Spark jobs

Custom Pipelines

Build and templatize new pipelines

Feed Chaining

Trigger feeds based on dependencies and rules

Ingest Features

Batch

Batch processing

Streaming

Streaming processing

Snapshot/Incremental Loads

Track highwater using date field or replace target

Schema Discovery

Infer schema from source file samples

Data Validation

Configure field validation in UI

Data Profile

Automatically profile statistics

Data Cleanse/Standardization

Easily configure field standardization rules

Custom Partitioning

Configure Hive partitioning

Ingest Sources

Continued on next page
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Table 1 — continued from previous page

FTP, SFTP Source from FTP, SFTP
Filesystem Poll files from a filesystem
HDEFS, S3 Extract files from HDFS and S3
RDBMS Efficiently extract RDBMS data
IMS, KAFKA Source events from queues
REST, HTTP Source data from messages
Ingest Targets

HDFS Store data in HDFS

HIVE Store data in Hive tables

HBase Store data in HBase

Ingest Formats

ORC, Parquet, Avro, RCFile, Text

Store data in popular table formats

Format Compression

Specify compression for ORC and Parquet types

Extensible source formats

Ability to define custom schema plug-in Serdes

Metadata

Tag/Glossary Add tags to feeds for searchability

Business Metadata (extended properties) | Add business-defined fields to feeds

REST API Powerful REST APIs for automation and integration
Visual Lineage Explore process lineage

Profile History View history of profile statistics

Search/Discover Lucene syntax search against data and metadata
Operational Metadata Extensive metadata capture

Security

Keberos Support

Supports Kerberized clusters

Obfuscation

Configure field-level data protection

Encryption at Rest

Compatible with HDFS encryption features

Access Control (LDAP, KDC, AD, SSO)

Flexible security options

Data Protection

UI configurable data protection policies

Application Groups, Roles

Admin configured roles

Operations
Dashboard KPIs, alerts, performance, troubleshooting
Scheduler Timer, Cron-style based on Quartz engine
SLA Monitoring Service level agreements tied to feed performance
Alerts Alerts with integration options to enterprise
Health Monitoring Quickly identify feed and service health issues
Performance Reporting Pivot on performance statistics
Scalability

| Edge Clustering | Scale edge resources

Chapter 1. Features




CHAPTER 2

FAQ

2.1 About Kylo

2.1.1 What is Kylo?

Kylo is a feature-rich data lake platform built on Apache Hadoop and Spark. Kylo provides a turn-key, business-
friendly, data lake solution enabling self-service data ingest, data preparation, and data discovery.

Kylo’s web application layer offers features oriented to business users, including data analysts, data stewards, data sci-
entists, and IT operations personnel. Kylo integrates best practices around metadata capture, security, and data quality.
Furthermore, Kylo provides a flexible data processing framework (leveraging Apache NiFi) for building batch or
streaming pipeline templates, and for enabling self-service features without compromising governance requirements.

2.1.2 What are Kylo’s origins?

Kylo was developed by (a Teradata company) and it is in use at a dozen major corporations globally. Think Big
provides big data and analytics consulting to the world’s largest organizations, working across every industry in per-
forming 150 successful big data projects over the last seven years. Think Big has been a major beneficiary of the

open-source Hadoop ecosystem and elected to open-source Kylo in order to contribute back to the community and
improve value.

2.1.3 What does Kylo mean?

Kylo is a play on the Greek word meaning “flow”.

2.1.4 What software license is Kylo provided under?

(a Teradata company) has released Kylo under the Apache 2.0 license.




Kylo Documentation, Release 0.9.1

2.1.5 Who uses Kylo?

Kylo is being used in beta and production at a dozen major multi-national companies worldwide across industries
such as manufacturing, banking/financial, retail, and insurance. Teradata is working with legal departments of these
companies to release names in upcoming press releases.

2.1.6 What skills are required for a Kylo-based Data Lake implementation?

Many organizations have found implementing big data solutions on the Hadoop stack to be a complex endeavor. Big
data technologies are heavily oriented to software engineering and system administrators, and even organizations with
deep engineering capabilities struggle to staff teams with big data implementation experience. This leads to multi-year
implementation efforts that unfortunately can lead to data swamps and fail to produce business value. Furthermore,
the business-user is often overlooked in features available for in-house data lake solutions.

Kylo attempts to change all this by providing out-of-the-box features and patterns critical to an enterprise-class data
lake. Kylo provides an IT framework for delivering powerful pipelines as templates and enabling user self-service to
create feeds from these data processing patterns. Kylo provides essential Operations capabilities around monitoring
feeds, troubleshooting, and measuring service levels. Designed for extensibility, software engineers will find Kylo’s
APIs and plug-in architecture flexible and easy to use.

2.2 Enterprise Support

2.2.1 Is enterprise support available for Kylo?

Yes, (a Teradata company) offers support subscription at the standard and enterprise level. Please visit the website for
more information.

2.2.2 Are professional services and consulting available for Kylo?
(a Teradata company) provides global consulting services with expertise in implementing Kylo-based solutions. It is
certainly possible to install and learn Kylo using internal resources. Think Big’s Data Lake Foundation provides a

quick start to installing and delivering on your first set of data lake use cases. Think Big’s service includes hands-on
training to ensure that your business is prepared to assume operations.

2.2.3 Is enterprise training available for Kylo?

Yes, (a Teradata company) offers training on Kylo, Hadoop, and Spark.

2.2.4 Are commercial managed services available for Kylo?

Yes, (a Teradata company) can provide managed operations for your Hadoop cluster, including Kylo, whether it is
hosted on-premise or in the cloud. The managed services team is trained specifically on Kylo and they have operations
experience with major Hadoop distributions.

6 Chapter 2. FAQ
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2.3 Architecture

2.3.1 What is the deployment architecture?
Kylo is a modern web application installed on a Linux “edge node” of a Spark & Hadoop cluster. Kylo contains a
number of special purposed routines for data lake operations leveraging Spark and Apache Hive.

Kylo utilizes Apache NiFi as its scheduler and orchestration engine, providing an integrated framework for designing
new types of pipelines with 200 processors (data connectors and transforms). Kylo has an integrated metadata server
currently compatible with databases such as MySQL and Postgres.

Kylo can integrate with Apache Ranger or Sentry and CDH Navigator or Ambari for cluster monitoring.

Kylo can optionally be deployed in the cloud.

2.3.2 What are the individual component/technologies involved in a Kylo deploy-
ment?

* Kylo UI. Angular]S browser app with Google Material Design running in a Tomcat container

» Kylo Services. Services, REST APIs, and plug-ins perform the backbone of Kylo. All features and integrations
with other technologies are managed through the services layer.

* Kylo Spark Shell. Manages Spark sessions for data wrangling.

* Kylo Metadata Server. Combination of JBoss ModeShape and MySQL (or Postgres) store all metadata generated
by Kylo.
* Apache NiFi. Pipeline orchestration engine and scheduler.

* ActiveMQ. JMS queue for inter-process communication.

* Apache Spark. Executes Kylo jobs for data profiling, data validation, and data cleansing. Also supports data
wrangling and schema detection.

* ElasticSearch. Provides the index for search features in Kylo such as free-form data and metadata

» Apache Hadoop. All Hadoop technologies are available but most notably YARN, HDFS, Hive

2.3.3 Is Kylo compatible with Cloudera, Hortonworks, Map R, EMR, and vanilla
Hadoop distributions?

Yes. Kylo generally relies on standard Hadoop APIs and common Hadoop technologies like HDFS, Hive, and Spark.
NiFi operates on the “edge” so isn’t bound to any particular Hadoop distribution. It is therefore compatible with most
Hadoop distributions, although we currently only provide install instructions for Cloudera and Hortonworks.

2.3.4 Does Kylo support either Apache NiFi or Hortonworks DataFlow (HDF)? What
is the difference?

Yes, Kylo supports vanilla Apache NiFi or NiFi bundled with Hortonworks DataFlow. HDF bundles Apache NiFi,
Storm, and Kafka within a distribution. Apache NiFi within HDF may contain minor differences with the the open-
source project. For example, Hortonworks bundles their own versions of Hadoop client libraries in NiFi Hadooop
NAR library. HDF may not bundle the latest version of Apache NiFi and Hortonworks only performs Q/A against
NiFi versions bundled into HDF. NiFi is a core component of the Kylo solution. Kylo is an HDF-certified technology.

2.3. Architecture 7
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2.3.5 Can Kylo be used in the cloud?

Absolutely. Kylo is used in production on Azure and AWS and can take advantage of many of the cloud native
technologies such as Azure blob or AWS S3-backed Hive tables.

2.3.6 Does Kylo support high-availability (HA) features?

Yes, Kylo clustering is possible via a load-balancer. In addition, current data processing running under NiFi will not
be impacted if Kylo becomes unavailable or during upgrades.

2.4 Metadata

2.4.1 What type of metadata does Kylo capture?

Kylo captures extensive business and technical (for example, schema) metadata defined during the creation of feeds and
categories. Kylo processes lineage as relationships between feeds, sources, and sinks. Kylo automatically captures
all operational metadata generated by feeds. In addition, Kylo stores job and feed performance metadata and SLA
metrics. We also generate data profile statistics and samples.

2.4.2 How does Kylo support metadata exchange with 3rd party metadata servers

Kylo’s metadata server has REST APIs that could be used for metadata exchange and documented directly in the
application through Swagger.

2.4.3 What is Kylo’s metadata server?

A key part of Kylo’s metadata architecture relies on the open-source JBoss ModeShape framework. ModeShape is a
JCR compliant store. Modeshape supports dynamic schemas providing the ability to easily extend Kylo’s own data
model.

Some core features:

¢ Dynamic schemas - provide extensible features for extending schema towards custom business metadata in the
field

* Versioning - ability to track changes to metadata over time
 Text Search - flexible searching metastore
* Portability - can run on sql and nosql databases

See:

2.4.4 How extensible is Kylo metadata model?

Very extensible due our use of ModeShape (see above).

In addition, the Kylo application allows an administrator to define standard business metadata fields that users will be
prompted to enter when creating feeds and categories.

8 Chapter 2. FAQ
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2.4.5 Are there any business-related data captured, or are they all operational meta-
data?

Business metadata fields can be defined by the user and will appear in the Ul during the feed setup process.

2.4.6 What does the REST API look like?

Please access the REST documentation through a running Kylo instance: http://kylo-host:8400/api-docs/index.html

2.4.7 Does the Kylo application provide a visual lineage?

Yes, Kylo provides a visual process lineage feature for exploring relationships between feeds and shared sources and
sinks. Job instance level lineage is stored as “steps” visible in the feed job history.

2.4.8 What type of process metadata do we capture?

Kylo captures job and step level information on the status of the process, with some information on the number
of records loaded, how long it took, when it was started and finished, and what errors or warnings may have been
generated. We capture operational metadata at each step, which can include record counts, dependent upon the type
of step.

2.5 Development Lifecycle

2.5.1 What’s the pipeline development process using Kylo?

Pipeline templates developed with Apache NiFi and registered with Kylo can be developed and tested in a sandbox
environment, exported from Kylo, and then imported into Kylo in a UAT and production environment after testing.
Once the NiFi template is registered with Kylo, a business user can configure new feeds through Kylo’s step-guided
user interface.

Existing Kylo feeds can be exported from one environment into a zip file that contains a combination of the underlying
template and metadata. The package can then be imported to the production NiFi environment by an administrator.

2.5.2 Does deployment of new templates or feeds require restart?

No restart is required to deploy new pipeline templates or feeds.

2.5.3 Can new feeds be created in automated fashion instead of manually through
the UI?

Yes, via Kylo’s REST API. See the section on Swagger documentation (above).

2.5.4 Does Kylo leverage automated testing?

Kylo is a large project which can make QA testing challenging. We built a Docker based automated testing infrastruc-
ture to test Kylo deployment with as many different integration points as possible. This runs multiple times per day in
addition to our large number of unit tests

2.5. Development Lifecycle 9
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2.6 Tool Comparisons

2.6.1 Is Kylo similar to any commercial products?

Kylo has similar capabilities to Podium and Zaloni Bedrock. Kylo is an open-source option. One differentiator is
Kylo’s extensibility. Kylo provides a plug-in architecture with a variety of extensions available to developers, and the
use of NiFi templates provides incredible flexibility for batch and streaming use cases.

2.6.2 Is Kylo’s operations dashboard similar to Cloudera Manager and Apache Am-
bari?

Kylo’s dashboard is feed-health centric. Health of a feed is determined by job completion status, service level agree-
ment violations, and rules that measure data quality. Kylo provides the ability to monitor feed performance and
troubleshoot issues with feed job failures.

Kylo monitors services in the cluster and external dependencies to provide a holistic view of services your data lake
depends on. Kylo provides a simple plugin for adding enterprise services to monitor. Kylo includes plugins for pulling
service status from Ambari and Cloudera Navigator. This is useful for correlating service issues with feed health
problems.

2.6.3 Is Kylo’s metadata server similar to Cloudera Navigator, Apache Atlas?

In some ways. Kylo is not trying to compete with these and could certainly imagine integration with these tools.
Kylo includes its own extensible metadata server. Navigator is a governance tool that comes as part of the Cloudera
Enterprise license. Among other features, it provides data lineage of your Hive SQL queries. We think this is useful but
only provides part of the picture. Kylo’s metadata framework is really the foundation of an entire data lake solution. It
captures both business and operational metadata. It tracks lineage at the feed-level. Kylo provides IT Operations with
a useful dashboard, providing the ability to track/enforce Service Level Agreements, and performance metrics. Kylo’s
REST APIs can be used to do metadata exchange with tools like Atlas and Navigator.

2.6.4 How does Kylo compare to traditional ETL tools like Talend, Informatica, Data
Stage?

Kylo uses Apache NiFi to orchestrate pipelines. NiFi can connect to many different sources and perform lightweight
transformations on the edge using 180+ built-in processors. Generally workload is delegated to the cluster where the
bulk of processing power is available. Kylo’s NiFi processor extensions can effectively invoke Spark, Sqoop, Hive,
and even invoke traditional ETL tools (for example: wrap 3rd party ETL jobs).

Many ETL (extract-transform-load) tools are focused on SQL transformations using their own proprietary technology.
Data warehouse style transformations tend to be focused on issues such as loading normalized relational schemas
such as a star or snowflake. Hadoop data patterns tend to follow ELT (extract and load raw data, then transform). In
Hadoop, source data is often stored in raw form, or flat denormalized structures. Powerful transformation techniques
are available via Hadoop technologies, including Kylo’s leveraging of Spark. We don’t often see the need for expensive
and complicated ETL technologies for Hadoop.

Kylo provides a user interface for an end-user to configure new data feeds including schema, security, validation, and
cleansing. Kylo provides the ability to wrangle and prepare visual data transformations using Spark as an engine.

10 Chapter 2. FAQ
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2.6.5 What is Kylo’s value-add over plain Apache NiFi?

NiFi acts as Kylo’s pipeline orchestration engine, but NiFi itself does not provide all of the tooling required for a data
lake solution. Some of Kylo’s distinct benefits over vanilla NiFi and Hadoop:

* Write-once, use many times. NiFi is a powerful IT tool for designing pipelines, but most data lake feeds utilize
just a small number of unique flows or “patterns”. Kylo allows IT the flexibility to design and register a NiFi
template as a data processing model for feeds. This enables non-technical business users to configure dozens,
or even hundreds of new feeds through Kylo’s simple, guided stepper-UL. In other words, our UI allows users to
setup feeds without having to code them in NiFi. As long as the basic ingestion pattern is the same, there is no
need for new coding. Business users will be able to bring in new data sources, perform standard transformations,
and publish to target systems.

Operations Dashboard UI can be used for monitoring data feeds. It provides centralized health monitoring of
feeds and related infrastructure services, Service Level Agreements, data quality metrics reporting, and alerts.

* Web modules offer key data lake features such as metadata search, data discovery, data wrangling, data browse,
and event-based feed execution (to chain together flows).

Rich metadata model with integrated governance and best practices.

* Kylo adds a set of data lake specific NiFi extensions around Data Profile, Data Cleanse, Data Validate,
Merge/Dedupe, High-water. In addition, general Spark and Hive processors not yet available with vanilla NiFi.

Pre-built templates that implement data lake best practices: Data Ingest, ILM, and Data Processing.

2.7 Scheduler

2.7.1 How does Kylo manage job priority?

Kylo exposes the ability to control which yarn queue a task executes on. Typically scheduling this is done through the
scheduler. There are some advanced techniques in NiFi that allow further prioritization for shared resources.

2.7.2 Can Kylo support complicated ETL scheduling?

Kylo supports cron-based scheduling, but also timer-based, or event-based using JMS and an internal Kylo ruleset.
NiFi embeds the Quartz.

2.7.3 What’s the difference between “timer” and “cron” schedule strategies?

Timer is fixed interval, “every 5 minutes or 10 seconds”. Cron can be configured to do that as well, but can handle
more complex cases like “every tues at SAM and 4PM”.

2.7.4 Does Kylo support 3rd party schedulers

Yes, feeds can be triggered via JMS or REST.

2.7. Scheduler 11
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2.7.5 Does Kylo support chaining feeds? One data feed consumed by another data
feed?

Kylo supports event-based triggering of feeds based on preconditions or rules. One can define rules in the UI that
determine when to run a feed, such as “run when data has been processed by feed a and feed b and wait up to an hour
before running anyway”’. We support simple rules up to very complicated rules requiring use of our APIL

2.8 Security

2.8.1 Does Kylo support roles?

Kylo supports the definition of roles (or groups), and the specific permissions a user with that role can perform, down
to the function level.

2.8.2 What authentication methods are available?

Kylo uses Spring Security. Using pluggable login-modules, it can integrate with Active Directory, Kerberos, LDAP,
or most any authentication provider. See Developer Getting Started Guide.

2.8.3 What security features does Kylo support?

Kylo provides plugins that integrate with Apache Ranger or Apache Sentry, depending on the distribution that you
are running. These can be used to configure feed-based security and impersonating users properly to enforce user
permissions. Kylo fully supports Kerberized clusters and built-in features, such as HDFS encryption.

2.8.4 Is Kylo PCI compliant?

Kylo can be configured to use TLSv1.2 for all network communication it uses internally or externally. We are testing
running NiFi repositories on encrypted disk with a client. v0.8 will include some improvements required for full PCI
compliance.

2.9 Data Ingest

2.9.1 What is Kylo’s standard batch ingest workflow?

Kylo includes a sample pipeline template that implements many best practices around data ingest, mostly utilizing
Spark. Kylo makes it very simple for a business user to configure ingest of new source files and RDMBS tables into
Hive. Data can be read from a filesystem attached to the edge node, or directly using Kylo’s sqoop processor into
Hadoop. Original data is archived into a distinct location. Small files are optionally merged and headers stripped, if
needed. Data is cleansed, standardized, and validated based on user-defined policies. Invalid records are binned into
a separate table for later inspection. Valid records are inserted into a final Hive table with options such as (append,
snapshot, merge with dedupe, upsert, etc). Target format can differ from the raw source, contain custom partitions,
and group-based security. Finally each batch of valid data is automatically profiled.

12 Chapter 2. FAQ
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2.9.2 Does Kylo support batch and streaming?

Yes, either types of pipelines can configured with Kylo. Kylo tracks performance statistics of streaming-style feeds in
activity over units of time. Kylo tracks performance of batch feeds in jobs and steps.

2.9.3 Which raw formats does Kylo support?

Kylo has a pluggable architecture for adding support for new types. Currently Kylo supports delimited-text formats
(for example: csv, tab, pipe) and all Hadoop formats, such as ORC, Parquet, RCFile, AVRO, and JSON.

2.9.4 Which target formats for Hive does Kylo support?

Kylo supports text-file, Parquet and ORC (default) with optional block compression, AVRO, text, and RCFile.

2.9.5 How does “incremental” loading strategy of a data feed work?

Kylo supports a simple incremental extract component. We maintain a high-water mark for each load using a date
field in the source record.

2.9.6 Can Kylo ingest from relational databases?

Yes, Kylo allows a user to select tables from RDBMS sources and easily configure ingest feeds choosing the target
table structure, cleansing and validation rules, and target format. Kylo invokes Sqoop via NiFi to avoid IO through the
edge node.

Kylo’s RDBMS ingest support requires configuring a type-specific JDBC driver. It has been tested with data sources
such as Teradata, SQL Server, Oracle, Postgres, and MySQL.

2.9. Data Ingest 13
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CHAPTER 3

Terminology

There are a lot of new terms with Kylo and NiFi, and trying to learn them all, including distinctions between Kylo
and NiFi usage, can be overwhelming. The goal of this document is to detail the semantics of these terms within the
context of Kylo and NiFi. This document does not aim to write a definition for every term you will encounter in Kylo
and Apache NiFi.

Additional Resources:

¢ NiFi has documentation on its on their website. However, some of the terms will be outlined here in the context
of Kylo.

3.1 Apache NiFi Terminology

3.1.1 Processor

Refer to the NiFi document for NiFi-specific terminology.

* A processor has properties that are configured. The values for these properties can be hard-coded, or they can
be made dynamic by using the NiFi expression language, which will allow you to access the attributes of a
FlowFile as they go through the processor. They can also be set or overridden through Kylo.

3.1.2 FlowfFile

Immutable NiFi object that encapsulates the data that moves through a NiFi flow. It consists of the data (content) and
some additional properties (attributes)

» NiFi wraps data in FlowFiles. FlowFiles can contain a piece of data, an entire dataset, and batches of data,.
depending upon which processors are used, and their configurations. A NiFi flow can have multiple FlowFiles
running through it at one time, and the FlowFiles can move from processor to processor independently of one
another. It is important to note that FlowFiles only conceptually “contain” the data. For scalability reasons,
FlowFiles actually have a pointer to the data in the NiFi Content Repository.

15
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3.1.3 Connection

A connection between two processors, between input/output ports, or between both

* FlowFiles move from processor to processor through connections. A connection houses a queue. If a processor
on the receiving end of a connection is stopped or disabled, the FlowFiles will sit in that queue/connection until
the receiving processor is able to receive FlowFiles again.

3.1.4 Relationship

Closely tied to NiFi connections, see definition in NiFi terminology document

e When a processor is done with a FlowFile, it will route it to one or more relationships. These relationships
can either be set to auto-terminate (this would mark the end of the journey for FlowFiles that get routed to
auto-terminating relationships), or they can be attached to NiFi connections. The most common example is the
success and failure relationships. Processors, when finished with a FlowFile, determine which relationship(s)
to route the FlowFile to. This can create diverging paths in a flow, and can be used to represent conditional
business logic. For example: a flow can be designed so that when processor A routes to the success relationship
it goes to processor B, and when processor A routes to the failure relationship it routes to processor C.

3.1.5 Flow/Dataflow

A logically grouped sequence of connected processors and NiFi components

* You could also think of a flow as a program or a pipeline.

3.1.6 Controller Service

Refer to the NiFi document for NiFi-specific terminology.

* An example is the Hive Thrift Service of type ThriftConnectionPool, which is a controller service that lets the
ExecuteHQL and ExecuteHQLStatement processor types connect to a HiveServer2 instance.

3.1.7 NAR files

Similar to an uber JAR, a NiFi archive which may contain custom NiFi processors, controllers and all library depen-
dencies

* NAR files are bundles of code that you use to extend NiFi. If you write a custom processor or other custom
extension for NiFi, you must package it up in a NAR file and deploy it to NiFi.

3.1.8 Template

Refer to the NiFi document for NiFi-specific terminology.

* A template is a flow that has been saved for reuse. You can use a template to model a common pattern, and then
create useful flows out of that by configuring the processors to your specific use case. They can be exported and
imported as XML. The term “template” becomes overloaded with the introduction of Kylo, so it is important
when thinking and talking about Kylo to specify which kind of “template” you are referring to.
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3.2 Kylo Terminology

3.2.1 Registered Template

The blueprint from which Kylo feeds are created.

 In Kylo, a template typically refers to a registered template. A registered template is a NiFi template that has
been registered through Kylo. When trying to register a NiFi template, there are multiple courses of action.
The first option is to upload a NiFi template that has been previously exported from NiFi as XML. This option
does not actually add the NiFi template to the list of registered templates in Kylo. Instead, this will upload the
NiFi template to the running instance of NiFi, which is futile if you already have that template available in the
running instance of NiFi. The second option is to register a NiFi template directly through NiFi. This will allow
you to choose from the NiFi templates that are available in the running instance of NiFi and register it. This
does add it to the list of registered templates. The third option is to upload a template that has been exported
from Kylo as a zip. Registered templates can be exported from one running instance of Kylo and registered in
other instances of Kylo by uploading the archive file (zip). An archive of a registered template will also have
the NiFi template in it. It is easiest to think of Kylo templates (a.k.a., registered templates) as being a layer on
top of NiFi templates.

3.2.2 Category

A container for grouping feeds

» Each feed must belong to a category. A feed cannot belong to multiple categories, but a category can contain
multiple feeds. A category is used as metadata in Kylo, and also manifests itself as a process group in the
running instance of NiFi

3.2.3 Input Processor or Source
The processor in a feed’s underlying flow that is at the beginning of the flow and generates FlowFiles rather than
transforming incoming ones

e There are processors that do not take incoming connections, and instead generate FlowFiles from external
sources. An example is the GetFile processor, which runs at a configured interval to check a specified di-
rectory for data. While these processors don’t necessarily “kick off” a flow, as a flow is always running (unless
the components are stopped or disabled), these processors are the origin for a flow and are considered the source
or input processors of a feed.

3.2.4 Feed

Typically will represent the key movement of data between a source (flat file) and sink (e.g. Hive)
* An instantiation of a Kylo template

* Feeds are created from templates. The idea is that NiFi templates are created to be reusable and generic. Then,
the NiFi templates are registered in Kylo, and the technical configurations of the NiFi template are hidden and
default values are set so that it is prepared for the end user. Then, the end user, equipped with their domain
knowledge, creates feeds from the Kylo templates.

3.2.5 Job

A single run of a feed
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e When an input processor generates a FlowFile, a new job for that feed starts. The job follows the FlowFile
through its feed’s underlying flow, capturing metadata along the way. Jobs can be of two types, FEED or
CHECK. By default, all jobs are of type FEED. They can be set to type CHECK by configuring one of the
processors to set the tb.jobType attribute to CHECK.

3.2.6 Step

A stage in a job

* Steps are specific to jobs in Kylo, and correlate directly to the processors that the FlowFile goes through for
that job. Flows can have conditional logic and multiple relationships, so each FlowFile that goes through a flow
may not follow the same path every time. A job follows a FlowFile, and has a step for each processor that the
FlowFile goes through.

3.2.7 Service

A service that Kylo has been configured to monitor

* Services in Kylo are not NiFi controller services. They are simply services, such as HDFS and Kafka, that Kylo
will monitor using either Ambari’s API or Cloudera’s REST client.
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CHAPTER 4

Release Notes

4.1 Latest Stable Release

4.1.1 Release 0.9.1.3 (October 08, 2018)
Highlights

¢ Various issues fixed.

Download Links

* Visit the Downloads page for links.

Upgrade Instructions from v0.9.1

1. Backup any Kylo plugins

When Kylo is uninstalled it will backup configuration files, but not the /plugin jar files. If you have any
custom plugins in either kylo-services/plugin or kylo-ui/plugin then you will want to manually back them
up to a different location.

2. Stop and uninstall Kylo
2.1 Stop Kylo

’/opt/kylo/stop—kylo—apps.sh ‘

2.2 Uninstall Kylo

’/opt/kylo/remove—kylo.sh ‘

3. Install the new RPM:
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rpm -ivh <RPM_FILE>

4. Restore previous application.properties files. If you have customized the the application.properties, copy the
backup from the 0.9.1 install.

4.1 Find the /bkup-config/TIMESTAMP/kylo-services/application.properties file

* Kylo will backup the application.properties file to the following location, /opt/kylo/bkup-
config/YYYY_MM_DD_HH_MM_millis/kylo-services/application.properties,  replacing the
“YYYY_MM_DD _HH_MM_millis” with a valid time:

4.2 Copy the backup file over to the /opt/kylo/kylo-services/conf folder

### move the application.properties shipped with the .rpm to a_,
—backup file

mv /opt/kylo/kylo-services/conf/application.properties /opt/kylo/
—kylo-services/conf/application.properties.0_9_1_1_ template

### copy the backup properties (Replace the YYYY MM DD_HH MM _
—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY_ MM DD_HH MM millis/kylo-services/
—application.properties /opt/kylo/kylo-services/conf

4.3 If you copied the backup version of application.properties in step 4.2 you will need to make the
below changes based on the 0.9.1.1 version of the properties file

vi /opt/kylo/kylo-services/conf/application.properties

# protocol for absolute hdfs url's (change to s3 or azure specific,
—1f needed)
config.hdfs.protocol=hdfs

4.4 Copy the /bkup-config/TIMESTAMP/kylo-ui/application.properties file to /opt/kylo/kylo-ui/conf

### move the application.properties shipped with the .rpm to a_
—backup file

mv /opt/kylo/kylo-ui/conf/application.properties /opt/kylo/kylo-ui/
—conf/application.properties.0_9_1_1_ template

### copy the backup properties (Replace the YYYY MM DD_HH MM _
—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY_MM_DD_HH_MM millis/kylo—-ui/
—application.properties /opt/kylo/kylo-ui/conf

4.5 Ensure the property security.jwt.key in both kylo-services and kylo-ui applica-
tion.properties file match. The property below needs to match in both of these files:

* /opt/kylo/kylo-ui/conf/application.properties
* Jopt/kylo/kylo-services/conf/application.properties

security.jwt.key=

5. NOTE IF UPGRADING FROM 0.8.3 (or below): Kylo no longer ships with the default dladmin user. You
will need to re-add this user only if you’re using the default authentication configuration:

e Uncomment the following line in /opt/kylo/kylo-services/conf/application.
propertiesand /opt/kylo/kylo—ui/conf/application.properties:

security.auth.file.users=file:///opt/kylo/users.properties
security.auth.file.groups=file:///opt/kylo/groups.properties
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* Create a file called users.properties file that is owned by kylo and replace dladmin with a
new username and thinkbig with a new password:

echo "dladmin=thinkbig" > /opt/kylo/users.properties
chown kylo:users /opt/kylo/users.properties
chmod 600 /opt/kylo/users.properties

* Create a file called groups .properties file that is owned by kylo and set the default groups:

vi /opt/kylo/groups.properties

dladmin=admin, user
analyst=analyst,user
designer=designer,user
operator=operations,user

chown kylo:users /opt/kylo/groups.properties
chmod 600 /opt/kylo/groups.properties

6. To enable reindexing of a feed’s historical data:

(a) Verify optionin /opt/kylo/kylo-services/conf/application.properties for Kylo ser-
vices. This is true by default.

search.history.data.reindexing.enabled=true ‘

(b) If using Solr instead of Elasticsearch as the search engine, add one property to /opt/kylo/
kylo-services/conf/solrsearch.properties file.

’config.http.solr.url:http:// search.host }:S{search.port

7. Update the NiFi nars.
Stop NiFi

’service nifi stop

Run the following shell script to copy over the new NiFi nars/jars to get new changes to NiFi processors and
services.

/opt/kylo/setup/nifi/update-nars-jars.sh <NIFI_HOME> <KYLO_SETUP_FOLDER> <NIFI_
—LINUX_USER> <NIFI_LINUX_GROUP>

Example: /opt/kylo/setup/nifi/update-nars-jars.sh /opt/nifi /opt/kylo/setup nifi
—;users

Start NiFi

’service nifi start

8. Start Kylo

’/opt/kylo/start—kylo—apps.sh ‘
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4.2 Previous Releases

4.2.1 Release 0.9.1.2 (September 24, 2018)
Highlights

e Various issues fixed.

Download Links

* Visit the Downloads page for links.

Upgrade Instructions from v0.9.1

1. Backup any Kylo plugins

When Kylo is uninstalled it will backup configuration files, but not the /plugin jar files. If you have any
custom plugins in either kylo-services/plugin or kylo-ui/plugin then you will want to manually back them
up to a different location.

2. Stop and uninstall Kylo
2.1 Stop Kylo

’/opt/kylo/stop—kylo—apps.sh ‘

2.2 Uninstall Kylo

’/opt/kylo/removefkylo.sh ‘

3. Install the new RPM:

rpm —-ivh <RPM_FILE> ‘

4. Restore previous application.properties files. If you have customized the the application.properties, copy the
backup from the 0.9.1 install.

4.1 Find the /bkup-config/ TIMESTAMP/kylo-services/application.properties file

* Kylo will backup the application.properties file to the following location, /opt/kylo/bkup-
config/YYYY_MM_DD_HH_MM_millis/kylo-services/application.properties,  replacing the
“YYYY_MM_DD _HH_MM_millis” with a valid time:

4.2 Copy the backup file over to the /opt/kylo/kylo-services/conf folder

### move the application.properties shipped with the .rpm to a_
—backup file

mv /opt/kylo/kylo-services/conf/application.properties /opt/kylo/
—kylo-services/conf/application.properties.0_9_1_1 template

### copy the backup properties (Replace the YYYY MM DD _HH MM _
—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY MM DD_HH MM millis/kylo-services/
—application.properties /opt/kylo/kylo-services/conf

4.3 If you copied the backup version of application.properties in step 4.2 you will need to make the
below changes based on the 0.9.1.1 version of the properties file
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vi /opt/kylo/kylo-services/conf/application.properties

# protocol for absolute hdfs url's (change to s3 or azure specific,
—1f needed)
config.hdfs.protocol=hdfs

4.4 Copy the /bkup-config/TIMESTAMP/kylo-ui/application.properties file to /opt/kylo/kylo-ui/conf

### move the application.properties shipped with the .rpm to a_
—backup file

mv /opt/kylo/kylo-ui/conf/application.properties /opt/kylo/kylo-ui/
—conf/application.properties.0_9_1_1_ template

### copy the backup properties (Replace the YYYY MM DD_HH MM _
—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY_MM_DD_HH_MM millis/kylo—-ui/
—application.properties /opt/kylo/kylo-ui/conf

4.5 Ensure the property security.jwt.key in both kylo-services and kylo-ui applica-
tion.properties file match. The property below needs to match in both of these files:

* /opt/kylo/kylo-ui/conf/application.properties
* Jopt/kylo/kylo-services/conf/application.properties

security.jwt.key=

5. NOTE IF UPGRADING FROM 0.8.3 (or below): Kylo no longer ships with the default dladmin user. You
will need to re-add this user only if you’re using the default authentication configuration:

e Uncomment the following line in /opt/kylo/kylo-services/conf/application.
propertiesand /opt/kylo/kylo—ui/conf/application.properties:

security.auth.file.users=file:///opt/kylo/users.properties
security.auth.file.groups=file:///opt/kylo/groups.properties

* Create a file called users.properties file that is owned by kylo and replace dladmin with a
new username and thinkbig with a new password:

echo "dladmin=thinkbig" > /opt/kylo/users.properties
chown kylo:users /opt/kylo/users.properties
chmod 600 /opt/kylo/users.properties

¢ Create a file called groups . properties file that is owned by kylo and set the default groups:

vi /opt/kylo/groups.properties

dladmin=admin, user
analyst=analyst,user
designer=designer, user
operator=operations,user

chown kylo:users /opt/kylo/groups.properties
chmod 600 /opt/kylo/groups.properties

6. To enable reindexing of a feed’s historical data:

(a) Verify optionin /opt/kylo/kylo-services/conf/application.properties for Kylo ser-
vices. This is true by default.
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search.history.data.reindexing.enabled=true

(b) If using Solr instead of Elasticsearch as the search engine, add one property to /opt/kylo/
kylo-services/conf/solrsearch.properties file.

’config.http.solr.url:http:// search.host /:5{search.port

7. Update the NiFi nars.
Stop NiFi

’service nifi stop

Run the following shell script to copy over the new NiFi nars/jars to get new changes to NiFi processors and
services.

/opt/kylo/setup/nifi/update-nars-jars.sh <NIFI_HOME> <KYLO_SETUP_FOLDER> <NIFI_
. LINUX_USER> <NIFI_LINUX_GROUP>

Example: /opt/kylo/setup/nifi/update-nars-jars.sh /opt/nifi /opt/kylo/setup nifi_
—users

Start NiFi

’service nifi start

8. Start Kylo

’/opt/kylo/startfkylofapps.sh ‘

4.2.2 Release 0.9.1.1 (July 6, 2018)
Highlights

¢ Various issues fixed.

Download Links

* Visit the Downloads page for links.

Upgrade Instructions from v0.9.1

1. Backup any Kylo plugins

When Kylo is uninstalled it will backup configuration files, but not the /plugin jar files. If you have any
custom plugins in either kylo-services/plugin or kylo-ui/plugin then you will want to manually back them
up to a different location.

2. Stop and uninstall Kylo
2.1 Stop Kylo

/opt/kylo/stop-kylo-apps.sh

2.2 Uninstall Kylo
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’/opt/kylo/remove—kylo.sh ‘

3. Install the new RPM:

’rpm —-ivh <RPM_FILE> ‘

4. Restore previous application.properties files. If you have customized the the application.properties, copy the
backup from the 0.9.1 install.

4.1 Find the /bkup-config/TIMESTAMP/kylo-services/application.properties file

* Kylo will backup the application.properties file to the following location, /opt/kylo/bkup-
config/YYYY_MM_DD_HH_MM_millis/kylo-services/application.properties,  replacing the
“YYYY_MM_DD_HH_MM_millis” with a valid time:

4.2 Copy the backup file over to the /opt/kylo/kylo-services/conf folder

### move the application.properties shipped with the .rpm to a_
—backup file

mv /opt/kylo/kylo-services/conf/application.properties /opt/kylo/
—kylo-services/conf/application.properties.0_9_1_1 template

### copy the backup properties (Replace the YYYY MM DD_HH_ MM _
—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY_ MM DD_HH MM millis/kylo-services/
—application.properties /opt/kylo/kylo-services/conf

4.3 If you copied the backup version of application.properties in step 4.2 you will need to make the
below changes based on the 0.9.1.1 version of the properties file

vi /opt/kylo/kylo-services/conf/application.properties

# protocol for absolute hdfs url's (change to s3 or azure specific,
—1f needed)
config.hdfs.protocol=hdfs

4.4 Copy the /bkup-config/TIMESTAMP/kylo-ui/application.properties file to /opt/kylo/kylo-ui/conf

### move the application.properties shipped with the .rpm to a_
—backup file

mv /opt/kylo/kylo-ui/conf/application.properties /opt/kylo/kylo-ui/
—conf/application.properties.0_9_1_1 template

### copy the backup properties (Replace the YYYY MM DD HH MM
—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY_MM DD_HH MM millis/kylo-ui/
—application.properties /opt/kylo/kylo-ui/conf

4.5 Ensure the property security.jwt.key in both kylo-services and kylo-ui applica-
tion.properties file match. The property below needs to match in both of these files:

* Jopt/kylo/kylo-ui/conf/application.properties
e Jopt/kylo/kylo-services/conf/application.properties

security.jwt.key=

5. NOTE: Kylo no longer ships with the default dladmin user. You will need to re-add this user only if you’re
using the default authentication configuration:

e Uncomment the following line in /opt/kylo/kylo-services/conf/application.
propertiesand /opt/kylo/kylo—ui/conf/application.properties:
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security.auth.file.users=file:///opt/kylo/users.properties
security.auth.file.groups=file:///opt/kylo/groups.properties

* Create a file called users.properties file that is owned by kylo and replace dladmin with a
new username and thinkbig with a new password:

echo "dladmin=thinkbig" > /opt/kylo/users.properties
chown kylo:users /opt/kylo/users.properties
chmod 600 /opt/kylo/users.properties

* Create a file called groups . properties file that is owned by kylo and set the default groups:

vi /opt/kylo/groups.properties

dladmin=admin, user
analyst=analyst,user
designer=designer, user
operator=operations,user

chown kylo:users /opt/kylo/groups.properties
chmod 600 /opt/kylo/groups.properties

6. To enable reindexing of a feed’s historical data:

(a) Verify optionin /opt/kylo/kylo-services/conf/application.properties for Kylo ser-
vices. This is true by default.

search.history.data.reindexing.enabled=true ‘

(b) If using Solr instead of FElasticsearch as the search engine, add one property to /opt/kylo/
kylo-services/conf/solrsearch.properties file.

’config.http.solr.urthttp:// search.host }: S{search.port

7. Update the NiFi nars.
Stop NiFi

’service nifi stop

Run the following shell script to copy over the new NiFi nars/jars to get new changes to NiFi processors and
services.

/opt/kylo/setup/nifi/update—-nars—jars.sh <NIFI_HOME> <KYLO_SETUP_FOLDER> <NIFI_
—LINUX_USER> <NIFI_LINUX_GROUP>

Example: /opt/kylo/setup/nifi/update-nars—jars.sh /opt/nifi /opt/kylo/setup nifi_
- users

Start NiFi

’service nifi start

8. Start Kylo

’/opt/kylo/startfkylofapps.sh ‘
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4.2.3 Release 0.9.1 (May 23, 2018)
Highlights

* Various issues fixed -

* NiFi 1.6.0 support

o Spark Shell default is now managed mode

* Manually start a feed, irrespective of its schedule

* NiFi Remote Process Group support

* New wrangler transformation features, profiling, performance, and improved user interface
* Hive to Teradata Ingest via TDCH

* New advanced ingest templates for batch and streaming sources

* XML ingest with nested struct and array transformation

Download Links

* Visit the Downloads page for links.

Upgrade Instructions from v0.9.0

Note: A bug was found that in v0.9.1 that causes upgrades to fail when starting from a version earlier than v0.8.3.
The workaround is to first install and upgrade to v0.9.0 (or any version earlier than v0.9.1) then install v0.9.1. This
bug will be fixed in v0.9.1.1 and v0.9.2.

1. Backup any Kylo plugins

When Kylo is uninstalled it will backup configuration files, but not the /plugin jar files. If you have any
custom plugins in either kylo-services/plugin or kylo-ui/plugin then you will want to manually back them
up to a different location.

2. Uninstall Kylo:

’ /opt/kylo/remove-kylo.sh ‘

3. Install the new RPM:

rpm —-ivh <RPM_FILE> ‘

4. Restore previous application.properties files. If you have customized the the application.properties, copy the
backup from the 0.9.0 install.

4.1 Find the /bkup-config/ TIMESTAMP/kylo-services/application.properties file

* Kylo will backup the application.properties file to the following location, /opt/kylo/bkup-
config/YYYY_MM_DD_HH_MM_millis/kylo-services/application.properties,  replacing the
“YYYY_MM_DD _HH_MM_millis” with a valid time:

4.2 Copy the backup file over to the /opt/kylo/kylo-services/conf folder
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### move the application.properties shipped with the .rpm to a_,
—backup file

mv /opt/kylo/kylo-services/conf/application.properties /opt/kylo/
—kylo-services/conf/application.properties.0_9_1_template

### copy the backup properties (Replace the YYYY MM DD _HH MM _
—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY_ MM DD_HH MM millis/kylo-services/
—application.properties /opt/kylo/kylo-services/conf

4.3 If you copied the backup version of application.properties in step 4.2 you will need to make a
couple of other changes based on the 0.9.1 version of the properties file

vi /opt/kylo/kylo-services/conf/application.properties

# Add the auth-spark profile
spring.profiles.include=native,nifi-v1.2,auth-kylo,auth-file,
—search-esr, jms—-activemqg, auth-spark

# Add the new property
kylo.feed.mgr.hive.target.syncColumnDescriptions=true

# Add the new property to support the updated templates
config.nifi.kylo.applicationJarDirectory=/opt/nifi/current/lib/app

# Add new property to support remote process groups in a NiFi non-
—clustered environment
kylo.template.remote—-process—groups.enabled=false

# Add this section to support Teradata ingest via Kylo template,,

— (using TDCH)

#EEH A A A AR A A A H A A 4444444 Teradata Ingest via Kylo Template
s H#A#AAFEAAFARAHA AR R RAAFAHA R AF AR R A AFAHAA

# When using data_ingest___teradata.template.zip, set these_
—properties, start Kylo, and import the template

# These values are defaults. Modify them as per your environment.
#

# StandardTdchConnectionService parameters

# Ensure that the TDCH and Hive paths are correct
nifi.service.standardtdchconnectionservice. jdbc_driver_class=com.
—teradata. jdbc.TeraDriver
nifi.service.standardtdchconnectionservice. jdbc_connection_
—url=jdbc:teradata://localhost
nifi.service.standardtdchconnectionservice.username=dbc
nifi.service.standardtdchconnectionservice.password=
nifi.service.standardtdchconnectionservice.tdch_jar_path=/usr/lib/
—tdch/1.5/1lib/teradata-connector-1.5.4.jar
nifi.service.standardtdchconnectionservice.hive_conf_path=/usr/hdp/
—current/hive-client/conf
nifi.service.standardtdchconnectionservice.hive_lib_path=/usr/hdp/
—current/hive-client/1lib

# Kylo-Teradata-DBC connection parameters

# Ensure that the driver paths are correct
nifi.service.kylo-teradata-dbc.database_driver_location(s)=file:///
—opt/nifi/teradata/terajdbc4.jar,file:///opt/nifi/teradata/
—tdgssconfig. jar

(continues on next page)
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(continued from previous page)

# The below parameters will use the values supplied for,,
—StandardTdchConnectionService above. Update them if needed (by,_,
—~default, you can leave them as such)
nifi.service.kylo-teradata-dbc.database_connection_url=$/nifi.
—service.standardtdchconnectionservice. jdbc_connection_url
nifi.service.kylo-teradata-dbc.database_driver_class_name=5/nif
—service.standardtdchconnectionservice. jdbc_driver_class
nifi.service.kylo-teradata-dbc.database_user=5{nifi.service.
—standardtdchconnectionservice.username
nifi.service.kylo-teradata-dbc.password=5{nifi.service.
—standardtdchconnectionservice.password
FHAAAHHAARFARHAAAFAARAAAAAARF A AR AR H AR RAAARAAAH AR F AR AR H AR
S HEA AR AR AR AAAAAA AR HA AR AR A A A FAAAAA A AR A AR HHAHA

4.4 Repeat previous copy step for other relevant backup files to the /opt/kylo/kylo-services/conf
folder. Some examples of files:

* spark.properties
* ambari.properties
* elasticsearch-rest.properties
* log4j.properties
* sla.email.properties
NOTE: Be careful not to overwrite configuration files used exclusively by Kylo
4.5 Copy the /bkup-config/TIMESTAMP/kylo-ui/application.properties file to /opt/kylo/kylo-ui/conf

4.6 Ensure the property security.jwt.key in both kylo-services and kylo-ui applica-
tion.properties file match. They property below needs to match in both of these files:

* Jopt/kylo/kylo-ui/conf/application.properties
* Jopt/kylo/kylo-services/conf/application.properties

security. jwt.key=

5. NOTE IF UPGRADING FROM 0.8.3 (or below): Kylo no longer ships with the default dladmin user. You will
need to re-add this user only if you’re using the default authentication configuration:

e Uncomment the following line in /opt/kylo/kylo-services/conf/application.
properties and /opt/kylo/kylo-ui/conf/application.properties:

security.auth.file.users=file:///opt/kylo/users.properties
security.auth.file.groups=file:///opt/kylo/groups.properties

* Create a file called users.properties file that is owned by kylo and replace dladmin with a
new username and thinkbig with a new password:

echo "dladmin=thinkbig" > /opt/kylo/users.properties
chown kylo:users /opt/kylo/users.properties
chmod 600 /opt/kylo/users.properties

* Create a file called groups . properties file that is owned by kylo and set the default groups:

vi /opt/kylo/groups.properties
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6.

8.

9.

10.

dladmin=admin, user
analyst=analyst,user
designer=designer, user
operator=operations,user

chown kylo:users /opt/kylo/groups.properties
chmod 600 /opt/kylo/groups.properties

Update the NiFi nars.
Stop NiFi

service nifi stop

Run the following shell script to copy over the new NiFi nars/jars to get new changes to NiFi processors and
services.

/opt/kylo/setup/nifi/update-nars—jars.sh <NIFI_HOME> <KYLO_SETUP_FOLDER> <NIFI_
—LINUX_USER> <NIFI_LINUX_GROUP>

Example: /opt/kylo/setup/nifi/update-nars—-jars.sh /opt/nifi /opt/kylo/setup nifi_
—users

Start NiFi

service nifi start

Remove kylo-service script. It has been moved

rm /opt/kylo/kylo-service ‘

Start Kylo

’kylo—service start ‘

(Optional) Re-import default templates:
Data Ingest
Data Transformation

Import via (Admin | Templates -> + icon -> Import from a file -> Choose file -> Check yes to ‘overwrite’ feed
template -> Check yes to ‘Replace the reusable template’ -> Import template)

. (Optional) Import new templates:

XML Ingest

Import via (Admin | Templates -> + icon -> Import from a file -> Choose file -> Check yes to ‘overwrite’ feed
template -> Check yes to ‘Replace the reusable template’ -> Import template)

. (Optional) Import new batch and streaming ingest templates (NiFi 1.5+ required):

Advanced Ingest
Streaming Ingest

Import via (Admin | Templates -> + icon -> Import from a file -> Choose file -> Check yes to ‘overwrite’ feed
template -> Check yes to ‘Replace the reusable template’ -> Import template)

NOTE: You will no longer see the kylo-spark-shell service start. The spark shell is now launched by kylo-services
(managed mode)
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Highlight Details

* NiFi 1.6.0 support

— Kylo now works with NiFi 1.6.0. If you have NiFi 1.6.0, You should still use the spring profile nifi-v1.
2 inthe kylo-services/conf/application.properties file.

» Spark Shell Service
— The spark shell process has been removed and managed mode is now the default mode

e Wrangler/Visual Query improvements

Ability to upload a file from the desktop. In data source list, see upload file option.

New server-side paging provides improved user experience and ability to work with very large datasets

New column analysis (column dropdown) provides categorical and histogram statistics (numeric)

Many new functions available from column dropdown: Explode array, Flatten Struct, Impute Missing,
Replace Missing,Crosstab,Array to Cols,One hot encode, index labels, Vectorize,and more.

New context menu options for operating on text selections and values (clear, split, strip, delete, etc)

XML Ingest

— New XML Ingest template provides the ability to setup a feed to ingest and transform XML into a tabular
layout

* Advanced Batch Ingest template
— Adds additional datasources Azure Blob, S3, HDFS, REST, SFTP, Filesystem, and RDBMS
— Uses new savepoint and retry features to improve restartability and robustness of pipelines

» Streaming Ingest template

Streaming sources such as JMS, Kafka, HTTP Listener, MQTT, RELP, SQS

Streams into HBase with a Hive table access

JSON formats flattened into schema, otherwise stpred as key, clob value
— Hive/HBase configuration required (An example of a guide: hbase-via-hive)

¢ Manually start a feed irrespective of its schedule

4.2.4 Release 0.9.0.2 (March 29, 2018)
Highlights

 Improved Initialize Feed NiFi Processor performance

¢ Various issues fixed -

Download Links

* Visit the Downloads page for links.
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Upgrade Instructions from v0.9.x

1. Backup any Kylo plugins

When Kylo is uninstalled it will backup configuration files, but not the /plugin jar files. If you have any
custom plugins in either kylo-services/plugin or kylo-ui/plugin then you will want to manually back them
up to a different location.

2. Uninstall Kylo:

’/opt/kylo/remove—kylo.sh ‘

3. Install the new RPM:

’ rpm -ivh <RPM_FILE> ‘

4. Restore previous application.properties files. If you have customized the the application.properties, copy the
backup from the 0.8.3 install.

4.1 Find the /bkup-config/TIMESTAMP/kylo-services/application.properties file

* Kylo will backup the application.properties file to the following location, /opt/kylo/bkup-
config/YYYY_MM_DD_HH_MM_millis/kylo-services/application.properties,  replacing the
“YYYY_MM_DD_HH_MM_millis” with a valid time:

4.2 Copy the backup file over to the /opt/kylo/kylo-services/conf folder

### move the application.properties shipped with the .rpm to a_
—backup file

mv /opt/kylo/kylo-services/conf/application.properties /opt/kylo/
—kylo-services/conf/application.properties.0_8_3_template

### copy the backup properties (Replace the YYYY MM DD HH MM _
—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY MM DD_HH MM millis/kylo-services/
—application.properties /opt/kylo/kylo-services/conf

4.3 Copy the /bkup-config/ TIMESTAMP/kylo-ui/application.properties file to /opt/kylo/kylo-ui/conf

4.4 Ensure the property security.jwt.key in both kylo-services and kylo-ui applica-
tion.properties file match. They property below needs to match in both of these files:

e Jopt/kylo/kylo-ui/conf/application.properties
e Jopt/kylo/kylo-services/conf/application.properties

security.jwt.key=

5. NOTE: Kylo no longer ships with the default dladmin user. You will need to re-add this user only if you’re
using the default authentication configuration:

e Uncomment the following line in /opt/kylo/kylo-services/conf/application.
properties and /opt/kylo/kylo-ui/conf/application.properties:

security.auth.file.users=file:///opt/kylo/users.properties
security.auth.file.groups=file:///opt/kylo/groups.properties

* Create a file called users.properties file that is owned by kylo and replace dladmin with a
new username and thinkbig with a new password:
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echo "dladmin=thinkbig" > /opt/kylo/users.properties
chown kylo:users /opt/kylo/users.properties
chmod 600 /opt/kylo/users.properties

* Create a file called groups . properties file that is owned by kylo and set the default groups:

vi /opt/kylo/groups.properties

dladmin=admin, user
analyst=analyst,user
designer=designer,user
operator=operations,user

chown kylo:users /opt/kylo/groups.properties
chmod 600 /opt/kylo/groups.properties

6. To enable reindexing of a feed’s historical data:

(a) Verify optionin /opt/kylo/kylo-services/conf/application.properties for Kylo ser-
vices. This is true by default.

’search.history.data.reindexing.enabled:true ‘

(b) If using Solr instead of FElasticsearch as the search engine, add one property to /opt/kylo/
kylo-services/conf/solrsearch.properties file.

’config.http.solr.url:http:// search.host }: S {search.port

7. Update the NiFi nars.
Stop NiFi

service nifi stop

Run the following shell script to copy over the new NiFi nars/jars to get new changes to NiFi processors and
services.

/opt/kylo/setup/nifi/update-nars-jars.sh <NIFI_HOME> <KYLO_SETUP_FOLDER> <NIFI_
+LINUX_USER> <NIFI_LINUX_GROUP>

Example: /opt/kylo/setup/nifi/update-nars-jars.sh /opt/nifi /opt/kylo/setup nifi_
—users

Start NiFi

service nifi start

8. Start Kylo

’/opt/kylo/startfkylofapps.sh ‘

4.2.5 Release 0.9.0.1 (March 2, 2018)
Highlights

¢ Various issues fixed -
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Download Links

* Visit the Downloads page for links.

Upgrade Instructions from v0.9.0

1. Backup any Kylo plugins

When Kylo is uninstalled it will backup configuration files, but not the /plugin jar files. If you have any
custom plugins in either kylo-services/plugin or kylo-ui/plugin then you will want to manually back them
up to a different location.

2. Uninstall Kylo:

’/opt/kylo/removefkylo.sh ‘

3. Install the new RPM:

’rpm —ivh <RPM_FILE> ‘

4. Restore previous application.properties files. If you have customized the the application.properties, copy the
backup from the 0.8.3 install.

4.1 Find the /bkup-config/TIMESTAMP/kylo-services/application.properties file

* Kylo will backup the application.properties file to the following location, /opt/kylo/bkup-
config/YYYY_MM_DD_HH_MM_millis/kylo-services/application.properties,  replacing the
“YYYY_MM_DD_HH_MM_millis” with a valid time:

4.2 Copy the backup file over to the /opt/kylo/kylo-services/conf folder

### move the application.properties shipped with the .rpm to a_
—backup file

mv /opt/kylo/kylo-services/conf/application.properties /opt/kylo/
—kylo-services/conf/application.properties.0_8_3_template

### copy the backup properties (Replace the YYYY MM DD_HH MM _
—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY_MM DD_HH MM millis/kylo-services/
—application.properties /opt/kylo/kylo-services/conf

4.3 Copy the /bkup-config/TIMESTAMP/kylo-ui/application.properties file to /opt/kylo/kylo-ui/conf

4.4 Ensure the property security.jwt.key in both kylo-services and kylo-ui applica-
tion.properties file match. They property below needs to match in both of these files:

* Jopt/kylo/kylo-ui/conf/application.properties
e Jopt/kylo/kylo-services/conf/application.properties

security. jwt.key=

5. NOTE: Kylo no longer ships with the default dladmin user. You will need to re-add this user only if you’re
using the default authentication configuration:

* Uncomment the following line in /opt/kylo/kylo-services/conf/application.
propertiesand /opt/kylo/kylo-ui/conf/application.properties:

security.auth.file.users=file:///opt/kylo/users.properties
security.auth.file.groups=file:///opt/kylo/groups.properties
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* Create a file called users.properties file that is owned by kylo and replace dladmin with a
new username and thinkbig with a new password:

echo "dladmin=thinkbig" > /opt/kylo/users.properties
chown kylo:users /opt/kylo/users.properties
chmod 600 /opt/kylo/users.properties

* Create a file called groups .properties file that is owned by kylo and set the default groups:

vi /opt/kylo/groups.properties

dladmin=admin, user
analyst=analyst,user
designer=designer,user
operator=operations,user

chown kylo:users /opt/kylo/groups.properties
chmod 600 /opt/kylo/groups.properties

6. To enable reindexing of a feed’s historical data:

(a) Verify optionin /opt/kylo/kylo-services/conf/application.properties for Kylo ser-
vices. This is true by default.

search.history.data.reindexing.enabled=true ‘

(b) If using Solr instead of Elasticsearch as the search engine, add one property to /opt/kylo/
kylo-services/conf/solrsearch.properties file.

’config.http.solr.url:http:// search.host }:S{search.port

7. Update the NiFi nars.
Stop NiFi

’service nifi stop

Run the following shell script to copy over the new NiFi nars/jars to get new changes to NiFi processors and
services.

/opt/kylo/setup/nifi/update-nars-jars.sh <NIFI_HOME> <KYLO_SETUP_FOLDER> <NIFI_
—LINUX_USER> <NIFI_LINUX_GROUP>

Example: /opt/kylo/setup/nifi/update-nars-jars.sh /opt/nifi /opt/kylo/setup nifi
—;users

Start NiFi

’service nifi start

8. Start Kylo

’/opt/kylo/start—kylo—apps.sh ‘
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4.2.6 Release 0.9.0 (February 19, 2018)
Highlights

e Ul improvements with large data feeds

* Improved Datasource Browsing

» Wrangler enhancements with data type conversions and domain type detection
» Exporting Visual Query to file or Hive table

* Kylo Localization support

* NiFi 1.5.0 support

e Connect Reusable templates together

» Improved Provenance handling for streaming feeds

* Security enhancements

» Entity Access Control for Elasticsearch

* Ability to reindex historical feed data for Elasticsearch and Solr

e New high-water mark policy to automatically cancel unreleased water marks
 Feed Versioning

* Save Point processor

¢ Numerous issues fixed.

Download Links

* Visit the Downloads page for links.

Upgrade Instructions from v0.8.4.1

1. Backup any Kylo plugins

When Kylo is uninstalled it will backup configuration files, but not the /plugin jar files. If you have any
custom plugins in either kylo-services/plugin or kylo-ui/plugin then you will want to manually back them
up to a different location.

2. Uninstall Kylo:

’ /opt/kylo/remove-kylo.sh ‘

3. Install the new RPM:

’rpm —ivh <RPM_FILE> ‘

4. Restore previous application.properties files. If you have customized the the application.properties, copy the
backup from the 0.8.3 install.

4.1 Find the /bkup-config/TIMESTAMP/kylo-services/application.properties file

* Kylo will backup the application.properties file to the following location, /opt/kylo/bkup-
config/YYYY MM _DD_HH MM _millis/kylo-services/application.properties,  replacing the
“YYYY_MM_DD HH MM _millis” with a valid time:
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4.2 Copy the backup file over to the /opt/kylo/kylo-services/conf folder

### move the application.properties shipped with the .rpm to a_
—backup file

mv /opt/kylo/kylo-services/conf/application.properties /opt/kylo/
—kylo-services/conf/application.properties.0_8_3_template

### copy the backup properties (Replace the YYYY MM DD HH MM
—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY MM DD_HH MM millis/kylo-services/
—application.properties /opt/kylo/kylo-services/conf

4.3 Copy the /bkup-config/ TIMESTAMP/kylo-ui/application.properties file to /opt/kylo/kylo-ui/conf

4.4 Ensure the property security.jwt.key in both kylo-services and kylo-ui applica-
tion.properties file match. The property below needs to match in both of these files:

e Jopt/kylo/kylo-ui/conf/application.properties
* Jopt/kylo/kylo-services/conf/application.properties

security. jwt.key=

5. NOTE: Kylo no longer ships with the default dladmin user. You will need to re-add this user only if you’re
using the default authentication configuration:

e Uncomment the following line in /opt/kylo/kylo-services/conf/application.
properties and /opt/kylo/kylo-ui/conf/application.properties:

security.auth.file.users=file:///opt/kylo/users.properties
security.auth.file.groups=file:///opt/kylo/groups.properties

* Create a file called users.properties file that is owned by kylo and replace dladmin with a
new username and thinkbig with a new password:

echo "dladmin=thinkbig" > /opt/kylo/users.properties
chown kylo:users /opt/kylo/users.properties
chmod 600 /opt/kylo/users.properties

* Create a file called groups .properties file that is owned by kylo and set the default groups:

vi /opt/kylo/groups.properties

dladmin=admin, user
analyst=analyst,user
designer=designer,user
operator=operations,user

chown kylo:users /opt/kylo/groups.properties
chmod 600 /opt/kylo/groups.properties

6. To enable reindexing of a feed’s historical data:

(a) Verify optionin /opt/kylo/kylo-services/conf/application.properties for Kylo ser-
vices. This is true by default.

search.history.data.reindexing.enabled=true

(b) If using Solr instead of Elasticsearch as the search engine, add one property to /opt/kylo/
kylo-services/conf/solrsearch.properties file.
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’config.http.solr.url:http:// search.host }:${search.port

7. Start Kylo

’/opt/kylo/start—kylo—apps.sh ‘

8. Once Kylo is up, to enable reindexing of a feed’s historical data, complete these remaining steps:
(a) Import the updated Index Text Service feed via these steps:
i. Feed Manager -> Feeds -> + orange button -> Import from file -> Choose file

ii. Pick the index_text_service_hs_v<version_number>.feed.zip file available at /
opt/kylo/setup/data/feeds/nifi-1.3/history-reindexing/

iii. Leave Change the Category field blank (It defaults to System)

iv. Click Yes for these three options (1) Overwrite Feed (2) Replace Feed Template (3) Replace Reusable
Template

v. Click Import Feed.
vi. Verity that the feed imports successfully.
(b) Import the History Reindex Text Service feed via these steps:
i. Feed Manager -> Feeds -> + orange button -> Import from file -> Choose file

ii. Pick the history_reindex_text_service_hs_v<version_number>.feed.zip file
available at /opt /kylo/setup/data/feeds/nifi-1.3/history-reindexing/

iii. Leave Change the Category field blank (It defaults to System)

iv. Click Yes for these three options (1) Overwrite Feed (2) Replace Feed Template (3) Replace Reusable
Template

v. Click Import Feed.

vi. Verify that the feed imports successfully.

Highlight Details

¢ Ul improvements with large data feeds

— Kylo’s user interface now handles feeds with large column sets during feed creation, editing, and
table/profile browsing

e Improved Datasource Browsing

— The Tables link on the left is now called Catalog. You can browse data from Hive as well as other Data
Sources you have registered.
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Data Sources kylo Catalog Q . e
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* Wrangler enhancements

— Ability to quickly convert data types to other types

— Detect domain types by column name as well as data

’

@

* Kylo Localization support

— Kylo’s Ul is capable of supporting localization. Contact for translation options available under Kylo’s
Enterprise subscription support.

NiFi 1.5.0 support

— Kylo now works with NiFi 1.5.0. If you have NiFi 1.5.0, You should still use the spring profileni fi-v1.
2 inthe kylo-services/conf/application.properties file.

* Connect Reusable templates together
¢ Improved Provenance handling for streaming feeds

— Streaming feed evetns will process much faster in JMS. Streaming feeds are now derived within NiFi and
the events will no longer be sent to the thinkbig.feed-manager batch IMS queue.

 Security enhancements

» Entity Access Control for Elasticsearch

* Ability to reindex historical feed data for Elasticsearch and Solr
* Improved Release Highwatermark so flows wont get stuck

* Compare feed versions

— You can now compare the current feed version against other saved versions and see what prop-
erties have changed over time.
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 Save Point processor

— A newly added Savepoint NiFi processor and ControllerService allows you to configure flows and retry
failures within Kylo Operations Manager.

4.2.7 Release 0.8.4.1 (December 21, 2017)

Highlights
* Enhanced feed stepper plugin capabilities ( Documentation & Examples)
* 11 Issues fixed.

Download Links

* Visit the Downloads page for links.

Upgrade Instructions from v0.8.4

1. Backup any Kylo plugins

When Kylo is uninstalled it will backup configuration files, but not the /plugin jar files. If you have any
custom plugins in either kylo-services/plugin or kylo-ui/plugin then you will want to manually back them
up to a different location.

2. Uninstall Kylo:

’/opt/kylo/removefkylo.sh ‘

3. Install the new RPM:

’rpm —ivh <RPM_FILE> ‘
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4. Restore previous application.properties files. If you have customized the the application.properties, copy the
backup from the 0.8.3 install.

4.1 Find the /bkup-config/TIMESTAMP/kylo-services/application.properties file

* Kylo will backup the application.properties file to the following location, /opt/kylo/bkup-
config/YYYY_MM_DD_HH_MM_millis/kylo-services/application.properties,  replacing the
“YYYY_MM_DD_HH_MM_millis” with a valid time:

4.2 Copy the backup file over to the /opt/kylo/kylo-services/conf folder

### move the application.properties shipped with the .rpm to a_
—backup file

mv /opt/kylo/kylo-services/conf/application.properties /opt/kylo/
—kylo-services/conf/application.properties.0_8_3_template

### copy the backup properties (Replace the YYYY MM DD _HH MM
—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY_MM DD_HH MM millis/kylo-services/
—application.properties /opt/kylo/kylo-services/conf

4.3 Copy the /bkup-config/TIMESTAMP/kylo-ui/application.properties file to /opt/kylo/kylo-ui/conf

4.4 Ensure the property security.jwt.key in both kylo-services and kylo-ui applica-
tion.properties file match. They property below needs to match in both of these files:

e Jopt/kylo/kylo-ui/conf/application.properties
* /opt/kylo/kylo-services/conf/application.properties

security.jwt.key=

5. NOTE: Kylo no longer ships with the default dladmin user. You will need to re-add this user only if you're
using the default authentication configuration:

e Uncomment the following line in /opt/kylo/kylo-services/conf/application.
properties and /opt/kylo/kylo-ui/conf/application.properties:

security.auth.file.users=file:///opt/kylo/users.properties
security.auth.file.groups=file:///opt/kylo/groups.properties

* Create a file called users.properties file that is owned by kylo and replace dladmin with a
new username and thinkbig with a new password:

echo "dladmin=thinkbig" > /opt/kylo/users.properties
chown kylo:users /opt/kylo/users.properties
chmod 600 /opt/kylo/users.properties

* Create a file called groups.properties file that is owned by kylo and set the default groups:

vi /opt/kylo/groups.properties

dladmin=admin, user
analyst=analyst,user
designer=designer, user
operator=operations,user

chown kylo:users /opt/kylo/groups.properties
chmod 600 /opt/kylo/groups.properties

6. Start Kylo
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/opt/kylo/start-kylo-apps.sh

4.2.8 Release 0.8.4 (November 29, 2017)
Highlights

* NiFi-1.4.0 support

» Enhanced Operations Manager dashboard with better performance

¢ SLA improvements including customizable SLA email templates

* Enhanced operations streaming statistics supporting more viewing options
* Ability to clone an existing Feed

* Visual query enhancements. The Transform Data step has been improved with UI enhancements including a
context menu when clicking on a row or highlighting text.

* Preview validation errors. Apply domain types in a Data Transformation feed and preview which rows are
invalid.

 Secure installation. Default usernames and passwords can be customized during installation to ensure a secure
environment.

* Global search enhancements. Deleting a feed will remove its data from search results. Re-processing same data
via a feed will not duplicate search results.

e 136 Issues fixed

Download Links

* Visit the Downloads page for links.

Upgrade Instructions from v0.8.3

1. Stop NiFi:

service nifi stop

2. Backup any Kylo plugins

When Kylo is uninstalled it will backup configuration files, but not the /plugin jar files. If you have any
custom plugins in either kylo-services/plugin or kylo-ui/plugin then you will want to manually back them
up to a different location.

3. Uninstall Kylo:

’/opt/kylo/remove—kylo.sh ‘

4. Install the new RPM:

rpm —-ivh <RPM_FILE> ‘

5. Global search configuration (only applicable if using Elasticsearch):
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5.1. This step to create kylo indexes may already have been performed as part of v0.8.3 installation.
If indexes already exist, Elasticsearch will report an index_already_exists_exception. It
is safe to ignore this and continue.

Change the host and port if necessary. The last two parameters define num-shards and num-replicas,
and can be kept as 1 for development environment.

/opt/kylo/bin/create-kylo-indexes—-es.sh localhost 9200 1 1

5.2. If using Elasticsearch v5, update the Index Text Service feed. This step should be done once
Kylo services are started and Kylo is up and running. [Note: This requires NiFi 1.3 or later]

Import the feed index_text_service_v2.feed.zip file available at /opt/kylo/
setup/data/feeds/nifi-1. 3. Click ‘Yes’ for these options during feed import (a) Overwrite
Feed (b) Replace Feed Template (c) Replace Reusable Template.

5.3. If using Elasticsearch v2, install an additional plugin to support deletes. If required, change the
location to where Elasticsearch is installed.

sudo /usr/share/elasticsearch/bin/plugin install delete-by-query
service elasticsearch restart

6. Restore previous application.properties files. If you have customized the the application.properties, copy the
backup from the 0.8.3 install.

6.1 Find the /bkup-config/TIMESTAMP/kylo-services/application.properties file

* Kylo will backup the application.properties file to the following location, /opt/kylo/bkup-
config/YYYY_MM_DD_HH_MM_millis/kylo-services/application.properties,  replacing the
“YYYY_MM_DD_HH_MM_millis” with a valid time:

6.2 Copy the backup file over to the /opt/kylo/kylo-services/conf folder

### move the application.properties shipped with the .rpm to a_
—backup file

mv /opt/kylo/kylo-services/conf/application.properties /opt/kylo/
—kylo-services/conf/application.properties.0_8_3_template

### copy the backup properties (Replace the YYYY MM DD HH MM
—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY MM DD_HH MM millis/kylo-services/
—application.properties /opt/kylo/kylo-services/conf

6.3 Copy the /bkup-config/ TIMESTAMP/kylo-ui/application.properties file to /opt/kylo/kylo-ui/conf

6.4 Ensure the property security.jwt.key in both kylo-services and kylo-ui applica-
tion.properties file match. They property below needs to match in both of these files:

e Jopt/kylo/kylo-ui/conf/application.properties
* Jopt/kylo/kylo-services/conf/application.properties

security. jwt.key=

7. JMS configuration:

It was previously possible to provide ActiveMQ and AmazonSQS configuration in their respective configuration files
called activemg.properties and amazon-sqgs.properties. It is no longer possible and these proper-
ties should be moved over to standard Kylo configuration file found in <KYLO_HOME>/kylo-services/conf/
application.properties.
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8. NOTE: Kylo no longer ships with the default dladmin user. You will need to re-add this user only if you’re
using the default authentication configuration:

e Uncomment the following line in /opt/kylo/kylo-services/conf/application.
propertiesand /opt/kylo/kylo—ui/conf/application.properties:

security.auth.file.users=file:///opt/kylo/users.properties
security.auth.file.groups=file:///opt/kylo/groups.properties

* Create a file called users.properties file that is owned by kylo and replace dladmin with a
new username and thinkbig with a new password:

echo "dladmin=thinkbig" > /opt/kylo/users.properties
chown kylo:users /opt/kylo/users.properties
chmod 600 /opt/kylo/users.properties

* Create a file called groups . properties file that is owned by kylo and set the default groups:

vi /opt/kylo/groups.properties

dladmin=admin, user
analyst=analyst,user
designer=designer,user
operator=operations,user

chown kylo:users /opt/kylo/groups.properties
chmod 600 /opt/kylo/groups.properties

9. Update the NiFi nars. Run the following shell script to copy over the new NiFi nars/jars to get new changes to
NiFi processors and services.

/opt/kylo/setup/nifi/update-nars-jars.sh <NIFI_HOME> <KYLO_SETUP_FOLDER> <NIFI_
—LINUX_USER> <NIFI_LINUX_GROUP>

Example: /opt/kylo/setup/nifi/update-nars-jars.sh /opt/nifi /opt/kylo/setup nifi
—;users

10. Start NiFi and Kylo

service nifi start

/opt/kylo/start-kylo-apps.sh

10.1 Once Kylo is up and running, refer back to step 5.2 to update the Index Text Service feed
if using Elasticsearch v5.

4.2.9 Release 0.8.3.3 (October 16, 2017)
Highlights

* New configuration option added to the auth-ad security profile to control user details filtering (addresses Win-
dows 365 issues)

* Fixes KYLO-1281 missing Kylo Upgrade Version
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Download Links

e RPM : http://bit.ly/2yMUbjb
 Debian : http://bit.ly/2yrdL10o
e TAR : http://bit.ly/2yIM5NR

Upgrade Instructions from v0.8.3 & v0.8.3.1

1. Install the new RPM:

rpm —-ivh <RPM_FILE>

2. If using the auth-ad profile and having problems with accessing user info in AD (experienced by some Win-
dows 365 deployments), add the following property to the existing AD properties in both kylo-services and kylo-ui
application.properties files:

security.auth.ad.server.searchFilter= (& (objectClass=user) (sAMAccountName={1}

=))

4.2.10 Release 0.8.3.2 (October 10, 2017)

Note: A later version, 0.8.3.3 exists that fixes an issue with this release. Please visit Release 0.8.3.3 (October 16,
2017) for the latest version

Highlights

* New configuration option added to the auth-ad security profile to control user details filtering (addresses Win-
dows 365 issues)

Download Links

Please visit Release 0.8.3.3 (October 16, 2017) for download links

Upgrade Instructions from v0.8.3 & v0.8.3.1

Please visit Release 0.8.3.3 (October 16, 2017) for download links and install instructions

4.2.11 Release 0.8.3.1 (September 20, 2017)
Highlights

* Optimize feed creation in NiFi and improve NiFi usability when there is a large number of feeds
* Ability to skip NiFi auto alignment when saving feeds
* Fix bug in operations manager that didn’t correctly fail jobs

* Support for ‘failure connection’ detection in feeds that contain sub process groups
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Fixes KYLO-823, KYLO-1202 setting controller service properties in feed/reusable templates
* Follow targetURL when logging in

* Fix Hive impersonation bug

Additional metadata indexing to increase Kylo performance

Download Links

e RPM : http://bit.ly/2xgHsUM
 Debian : http://bit.ly/2hhgKOG
e TAR : http://bit.ly/2xTOEXY

Upgrade Instructions from v0.8.3

Build or download the RPM
1. Uninstall Kylo:

’/opt/kylo/removefkylo.sh ‘

2. Install the new RPM:

’rpm —-ivh <RPM_FILE> ‘

3. Copy the application.properties file from the 0.8.2 install. If you have customized the application.properties file
you will want to copy the 0.8.2 version and add the new properties that were added for this release.

3.1 Find the /bkup-config/TIMESTAMP/kylo-services/application.properties file

* Kylo will backup the application.properties file to the following location, /opt/kylo/bkup-
config/YYYY_MM_DD_HH_MM_millis/kylo-services/application.properties,  replacing the
“YYYY_MM_DD_HH_MM_millis” with a valid time:

3.2 Copy the backup file over to the /opt/kylo/kylo-services/conf folder

### move the application.properties shipped with the .rpm to a_
—backup file

mv /opt/kylo/kylo-services/application.properties application.

—properties.0_8_2_2_template

### copy the backup properties (Replace the YYYY MM DD _HH MM _

—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY_MM DD_HH MM millis/kylo-services/
—application.properties /opt/kylo/kylo-services/conf

3.3 Optional: If you want to skip the auto alignment after saving feeds then add in the new properties
to the /opt/kylo/kylo-services/application.properties file

## skip auto alignment after you create a feed.

##You can always manually align your flows in NiFi via a_
—Kylo Rest Endpoint

nifi.auto.align=false

Optional: At startup Kylo inspects NiFi to build a cache of NiFi flow data. It now does this
with multiple threads. By default it uses 10 threads. You can modify this by setting the
following property:
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## Modify the number of threads used by Kylo at startup to,
—inspect and build the NiFi flow cache. Default is 10 if_,
—not specified

nifi.flow.inspector.threads=10

3.4 Ensure the property security.jwt.key in both kylo-services and kylo-ui applica-
tion.properties file match. They property below needs to match in both of these files:

* Jopt/kylo/kylo-ui/conf/application.properties
* Jopt/kylo/kylo-services/conf/application.properties.

security. jwt.key=

4. Update the NiFi nars. Run the following shell script to copy over the new NiFi nars/jars to get new changes to

NiFi processors and services.

/opt/kylo/setup/nifi/update-nars-jars.sh <NIFI_HOME> <KYLO_SETUP_FOLDER> <NIFI_
. LINUX_USER> <NIFI_LINUX_GROUP>

Example: /opt/kylo/setup/nifi/update-nars-jars.sh /opt/nifi /opt/kylo/setup nifi_
—users

5. After you startup you may need to re-index the Kylo metadata. You can do this via a REST endpoint after you

login to Kylo at the following url:
http://localhost:8400/proxy/v1/metadata/debug/jcr-index/reindex

4.2.12 Release 0.8.3 (Aug 30, 2017)

Highlights

Pluggable JMS implementation with out-of-the-box support for ActiveMQ and Amazon SQS. Refer to JMS
Providers for details

Pluggable REST client for Elasticsearch. This is now used by default in lieu of transport client.
Cloudera Services Monitor as Kylo plugin. Refer to Service Monitor Plugins for details

Business domain types for columns. Define rules to auto-apply domain types during feed creation or manually
select the domain type to apply predefined standardization and validation rules.

Column-level tagging. Apply tags to columns and search column tags using Global Search.

Schema changes for column descriptions. The Hive schema is updated when modifying the column description
of a feed. The column description is also available on the Visual Query page when hovering over a column
name.

Alerts improvement. User Interface enhancements and additional alerts capabilities. The Alerts page has been
improved and the alerts on the dashboard are now in sync with the alerts page and adhere to entity access controls

Category-level feed role memberships. Ability to manage feed access control of all feeds under a category by
assigning feed role memberships at the category level

Ability to query/filter Service Level Assessments against the Service Level Agreements
IE & Safari browser support

Elasticsearch 5 support
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e New angular UI module plugin support. Ability to create entirely new user interface modules and plug them

into the UI navigation. Refer to

» Spark Jobserver processors for NiFi. Reuse a SparkContext between multiple Spark jobs for increased perfor-

mance. Requires an existing .

* Pluggable Spark functions. Custom Spark functions can be added to the Visual Query page by providing a json

file with the function definitions. Refer to Writing Spark Function Definitions.
* MS SQL support
* Maven Central support

Download Links

Visit the Downloads page for links.

Upgrade Instructions from v0.8.2

1. Stop NiFi:

’service nifi stop ‘

2. Uninstall Kylo:

’/opt/kylo/removefkylo.sh ‘

3. Install the new RPM:

’rpm —-ivh <RPM_FILE> ‘

4. Copy the application.properties file from the 0.8.2 install. If you have customized the application.properties file

you will want to copy the 0.8.2 version and add the new properties that were added for this release.
4.1 Find the /bkup-config/TIMESTAMP/kylo-services/application.properties file

* Kylo will backup the application.properties file to the following location, /opt/kylo/bkup-
config/YYYY_MM_DD_HH_MM_millis/kylo-services/application.properties,  replacing the
“YYYY_MM_DD_HH_MM_millis” with a valid time:

4.2 Copy the backup file over to the /opt/kylo/kylo-services/conf folder

### move the application.properties shipped with the .rpm to a_
—backup file

mv /opt/kylo/kylo-services/conf/application.properties /opt/kylo/
—kylo-services/conf/application.properties.0_8_3_template

### copy the backup properties (Replace the YYYY MM DD_HH MM _
—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY_MM DD_HH MM millis/kylo-services/
—application.properties /opt/kylo/kylo-services/conf

4.3 Add in the new properties to the /opt/kylo/kylo-services/conf/application.properties file

* The following properties allow Kylo to inspect the database schema when creating database
feeds
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#Kylo MySQL controller service configuration
nifi.service.kylo_mysqgl.database_user=root
nifi.service.kylo_mysqgl.password=hadoop

» Flow Aggregation Stats

##when getting aggregate stats back for flows if errors are,
—detected kylo will query NiFi in attempt to capture matching_
—bulletins.

## by default this data is stored in memory. Setting this to_
—~true will store the data in the MySQL table
kylo.ops.mgr.stats.nifi.bulletins.persist=false

## 1f not perisiting (above flag is false) this is the limit to_
—the number of error bulletins per feed.

## this is a rolling queue that will keep the last # of errors,
—per feed

kylo.ops.mgr.stats.nifi.bulletins.mem.size=30

* New NiFi version 1.1 profile

Previous versions of Kylo were compatible with Nifi v110 when using the nifiv1.0 pro-
file. If you are using NiFi v1.1 in your environment then going forward you should use
the nifi-1.1 profile.

spring.profiles.include=<other-profiles-as-required>,nifi-vl.1

¢ New configuration for JMS

Previous versions of Kylo did not have a profile based method of configured the queue
services. With new SQS support, the profile must be stated explicitly. See section 8 for
more info.

spring.profiles.include=<other-profiles—as—-required>, jms—
—activemqg

4.4 Ensure the property security.jwt.key in both kylo-services and kylo-ui applica-
tion.properties file match. They property below needs to match in both of these files:

e Jopt/kylo/kylo-ui/conf/application.properties
* Jopt/kylo/kylo-services/conf/application.properties

security. jwt.key=

5. Update the NiFi nars. Run the following shell script to copy over the new NiFi nars/jars to get new changes to
NiFi processors and services.

/opt/kylo/setup/nifi/update-nars-jars.sh <NIFI_HOME> <KYLO_SETUP_FOLDER> <NIFI_
—LINUX_USER> <NIFI_LINUX_GROUP>

Example: /opt/kylo/setup/nifi/update-nars-jars.sh /opt/nifi /opt/kylo/setup nifi
—-users

6. Backup the Kylo database. Run the following code against your kylo database to export the ‘kylo’ schema to a
file. Replace the PASSWORD with the correct login to your kylo database.

mysgldump -u root -pPASSWORD --databases kylo > kylo-0_8_2_backup.sqgl

7. Database updates. Kylo uses liquibase to perform database updates. Two modes are supported.
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* Automatic updates

By default Kylo is set up to automatically upgrade its database on Kylo services startup. As such,
there isn’t anything specific an end user has to do. When Kylo services startup the kylo database
will be automatically upgraded to latest version if required. This is configured via an applica-
tion.properties setting

liquibase.enabled=true

e Manual updates

Sometimes, however you may choose to disable liquibase and manually apply the upgrade scripts.
By disabling liquibase you are in control of how the scripts are applied. This is needed if the kylo
database user doesnt have priviledges to make schema changes to the kylo database. Please follow
this Database Upgrades on how to manually apply the additional database updates.

8. Update NiFi to use default ActiveMQ JMS provider. Kylo now supports two JMS providers out-of-the-box:
ActiveMQ and Amazon SQS. A particular provider is selected by active Spring profile in /opt/nifi/
ext-config/config.properties.

8.1. Edit /opt/nifi/ext-config/config.properties
8.2. Add following line to enable ActiveMQ

spring.profiles.active=jms—-activemqg

Please follow this JMS Providers on how to switch active JMS Provider.

9. If using Elasticsearch as the search engine, go through steps 9.1 to 9.5. If using Solr, go to step 10 and also refer
to Solr plugin section.

9.1. Modity Elasticsearch rest client configuration (if required) in /opt/kylo/kylo-services/conf/
elasticsearch-rest.properties. The defaults are provided below.

search.rest.host=1localhost
search.rest.port=9200

9.2. Verify search—esr profile in existing list of profiles in /opt/kylo/kylo-services/conf/
application.properties

spring.profiles.include=<other-profiles—-as-required>, search-esr

9.3. Create Kylo Indexes

Execute a script to create kylo indexes. If these already exist, Elasticsearch will report an
index_already_exists_exception. Itis safe to ignore this and continue. Change the host and port if
necessary.

/opt/kylo/bin/create-kylo-indexes—es.sh localhost 9200 1 1

9.4. ITmport updated Index Text Service feed. This step should be done once Kylo services are started and Kylo
is up and running.

9.4.1. [Elasticsearch version 2] Import the feed index_text_service_elasticsearch.
feed. zip file available at /opt /kylo/setup/data/feeds/nifi-1.0

9.4.2. [Elasticsearch version 5] [This requires NiFi 1.3 or later] Import the feed
index_text_service_v2.feed.zip file available at /opt/kylo/setup/data/
feeds/nifi-1.3

9.5. For additional details, refer to this document under Rest Client section.
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10.

11.

12.

13.

14.

If using Solr as the search engine, go through steps 10.1 to 10.5. Also refer to Solr plugin section

10.1. Create the collection in Solr

bin/solr create -c kylo-datasources -s 1 -rf 1

10.2. Navigate to Solr’s
10.3. Select the kylo-datasources collection from the drop down in the left nav area
10.4. Click Schema on bottom left of nav area
10.5. Click Add Field on top of right nav pane
* name: kylo_collection
* type: string
e default value: kylo-datasources
* index: no
¢ store: yes

If Kerberos has been enabled in spark.properties then make the below edits and disable the kylo-spark-
shell service. The service will be started as needed by kylo-services.

# Changes for kylo-services/conf/spark.properties with Kylo 0.8.3
#spark.shell.server.host = localhost

#spark.shell.server.port = 8450

spark.shell.deployMode = local

# RedHat: disable kylo-spark-shell service
chkconfig kylo-spark-shell off

# Debian: disable kylo-spark-shell service
update-rc.d kylo-spark-shell disable

Start NiFi and Kylo

service nifi start

/opt/kylo/start-kylo-apps.sh

Migrate Hive schema indexing to Kylo. The indexing of Hive schemas is now handled internally by Kylo instead
of using a special feed.

12.1. Remove the Register Index processor from the standard_ingest and
data_transformation reusable templates

12.2. Delete the Index Schema Service feed

Import updated Index Text Service feed as mentioned in earlier step 9.4. At this point, Kylo should be up and
running and hence 9.4 can be completed.

4.2.13 Release 0.8.2.6 (October 16, 2017)

Highlights

* New configuration option added to the auth-ad security profile to control user details filtering (addresses Win-

dows 365 issues)
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¢ Fixed KYLO-1264 ExecuteHQLStatement does not route to failure
¢ Fixed KYLO-940 ThriftConnectionPool doesn’t reconnect on Hive restart

* Fixes KYLO-1281 missing Kylo Upgrade Version

Download Links

* RPM : http://bit.ly/2xK1Z0k

* Debian : http://bit.ly/2yqtlup

* TAR : http://bit.ly/2yn7y9c
Upgrade Instructions from v0.8.2

1. Uninstall Kylo:

’/opt/kylo/remove—kylo.sh ‘

2. Install the new RPM:

rpm —-ivh <RPM_FILE> ‘

3. Copy the application.properties file from the 0.8.2 install. If you have customized the application.properties file
you will want to copy the 0.8.2 version and add the new properties that were added for this release.

3.1 Find the /bkup-config/TIMESTAMP/kylo-services/application.properties file

* Kylo will backup the application.properties file to the following location, /opt/kylo/bkup-
config/YYYY_MM_DD_HH_MM_millis/kylo-services/application.properties,  replacing the
“YYYY_MM_DD_HH_MM_millis” with a valid time:

3.2 Copy the backup file over to the /opt/kylo/kylo-services/conf folder

### move the application.properties shipped with the .rpm to a_
—backup file

mv /opt/kylo/kylo-services/application.properties application.

—properties.0_8_2_2_template

### copy the backup properties (Replace the YYYY MM DD_HH MM _

—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY_ MM DD_HH MM millis/kylo-services/
—application.properties /opt/kylo/kylo-services/conf

3.3 If using the aut h—ad profile and having problems with accessing user info in AD (experienced
by some Windows 365 deployments), add the following property to the existing AD properties in
both kylo-services and kylo-ui application.properties files:

security.auth.ad.server.searchFilter= (&
— (objectClass=user) (sAMAccountName={1}))

4. Update the NiFi nars. Run the following shell script to copy over the new NiFi nars/jars to get new changes to
NiFi processors and services.

/opt/kylo/setup/nifi/update-nars—jars.sh <NIFI_HOME> <KYLO_SETUP_FOLDER> <NIFI_
—LINUX_USER> <NIFI_LINUX_GROUP>

Example: /opt/kylo/setup/nifi/update-nars—-jars.sh /opt/nifi /opt/kylo/setup nifi_

—Uusers (continues on next page)
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(continued from previous page)

5. Optional: To increase performance in Kylo you can choose to add indexes to the metadata-repository.

json file. Add the following json
metadata-repository. json

snippet to the /opt/kylo/kylo-services/conf/

5.1 make a directory that kylo has read/write acess to:

mkdir -p /opt/kylo/modeshape/modeshape-local-index/

5.2. Edit the /opt/kylo/kylo-services/conf/metadata-repository.json
and add in this snippet of JSON. Please ensure the “directory” in the json is the same that you

created above.

"indexProviders": {
"local": {
"classname":
—LocalIndexProvider",
"directory":
< local—-index/"
}
}I

s
"feedState": {

s
"titleIndex": {

"org.modeshape. jcr.index.local.

"/opt/kylo/modeshape/modeshape-

"indexes": {
"feedModificationDate": {
"kind": "value",
"provider": "local",
"nodeType": "tba:feed",
"columns": "Jjcr:lastModified (DATE)"

"kind": "value",
"provider": "local",
"nodeType": "tba:feedData",
"columns": "tba:state (NAME)"
}I
"categoryName":
"kind": "value",
"provider": "local",
"nodeType": "tba:category",
"columns": "tba:systemName (STRING)"

"kind": "value",
"provider": "local",
"nodeType": "mix:title",
"columns": "jcr:title (STRING)"
}I
"nodesByName": {
"kind": "value",
"provider": "local",
"synchronous": "true",
"nodeType": "nt:base",
"columns": "Jjcr:name (NAME)"
}I
"nodesByDepth":
"kind": "value",
"provider": "local",

(continues on next page)
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(continued from previous page)

"synchronous": "true",
"nodeType": "nt:base",
"columns": "mode:depth (LONG)"

}I

"nodesByPath": {
"kind": "value",
"provider": "local",
"synchronous": "true",
"nodeType": "nt:base",
"columns": "Jcr:path (PATH)"

}I

"nodeTypes": {

"kind": "nodeType",

"provider": "local",

"nodeType": "nt:base",

"columns": "jcr:primaryType (STRING)"

}y

Note: After you start you may need to re-index kylo. You can do this via a REST
endpoint after you login to Kylo at the following url:

http://localhost:8400/proxy/v1/metadata/debug/jcr-index/reindex

4.2.14 Release 0.8.2.5 (October 11, 2017)

Note: A later version, 0.8.2.6 exists that fixes an issue with this release. Please visit Release 0.8.2.6 (October 16,
2017) for the latest version

Highlights

» New configuration option added to the auth-ad security profile to control user details filtering (addresses Win-
dows 365 issues)

¢ Fixed KYLO-1264 ExecuteHQLStatement does not route to failure
¢ Fixed KYLO-940 ThriftConnectionPool doesn’t reconnect on Hive restart

Download Links

Please visit Release 0.8.2.6 (October 16, 2017) for download links

Upgrade Instructions from v0.8.2

Please visit Release 0.8.2.6 (October 16, 2017) for download links and install instructions
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4.2.15 Release 0.8.2.4 (September 18, 2017)
Highlights

* Fixes KYLO-1214 Feed Lineage

» Refer to previous 0.8.2.x releases for additional notes.

Additional Features in the 0.8.2.x Patch Releases

» Optimize feed creation in NiFi and improve NiFi usability when there is a large number of feeds
* Ability to skip NiFi auto alignment when saving feeds

* Fix bug in operations manager that didn’t correctly fail jobs

* Support for ‘failure connection’ detection in feeds that contain sub process groups

* Fixes KYLO-823, KYLO-1202 setting controller service properties in feed/reusable templates

Download Links

* RPM : http://bit.ly/2xeDCcx
* Debian : http://bit.ly/2hfliHm
e TAR : http://bit.1ly/2f81QNv

Upgrade Instructions from v0.8.2

Build or download the rpm

1. Uninstall Kylo:

’/opt/kylo/remove—kylo.sh ‘

2. Install the new RPM:

rpm —-ivh <RPM_FILE> ‘

3. Copy the application.properties file from the 0.8.2 install. If you have customized the application.properties file
you will want to copy the 0.8.2 version and add the new properties that were added for this release.

3.1 Find the /bkup-config/TIMESTAMP/kylo-services/application.properties file

* Kylo will backup the application.properties file to the following location, /opt/kylo/bkup-
config/YYYY_MM_DD_HH_MM_millis/kylo-services/application.properties,  replacing the
“YYYY_MM_DD_HH_MM_millis” with a valid time:

3.2 Copy the backup file over to the /opt/kylo/kylo-services/conf folder

### move the application.properties shipped with the .rpm to a_
—backup file

mv /opt/kylo/kylo-services/application.properties application.

—properties.0_8_2_2_template

### copy the backup properties (Replace the YYYY MM DD_HH MM _

—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY_ MM DD_HH MM millis/kylo-services/

—appiicatiton-propertites—~“optrkytorkyto—services bU“f(contmuesonnextpage)
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(continued from previous page)

[ J

3.3 Optional: If you want to skip the auto alignment after saving feeds then add in the new properties
to the /opt/kylo/kylo-services/application.properties file

## skip auto alignment after you create a feed.

##You can always manually align your flows in NiFi via a.,
—~Kylo Rest Endpoint

nifi.auto.align=false

Optional: At startup Kylo inspects NiFi to build a cache of NiFi flow data. It now does this
with multiple threads. By default it uses 10 threads. You can modify this by setting the
following property:

## Modify the number of threads used by Kylo at startup to,,
—inspect and build the NiFi flow cache. Default is 10 if_
—not specified

nifi.flow.inspector.threads=10

3.4 Ensure the property security.jwt.key in both kylo-services and kylo-ui applica-
tion.properties file match. They property below needs to match in both of these files:

* Jopt/kylo/kylo-ui/conf/application.properties
* Jopt/kylo/kylo-services/conf/application.properties.

security. jwt.key=

4. Update the NiFi nars. Run the following shell script to copy over the new NiFi nars/jars to get new changes to
NiFi processors and services.

/opt/kylo/setup/nifi/update—-nars—jars.sh <NIFI_HOME> <KYLO_SETUP_FOLDER> <NIFI_
. LINUX_USER> <NIFI_LINUX_ GROUP>

Example: /opt/kylo/setup/nifi/update-nars—-jars.sh /opt/nifi /opt/kylo/setup nifi_
—users

5. Optional: To increase performance in Kylo you can choose to add indexes to the metadata-repository.
json file. Add the following json snippet to the /opt/kylo/kylo-services/conf/
metadata-repository. json

5.1 make a directory that kylo has read/write acess to:

mkdir -p /opt/kylo/modeshape/modeshape-local-index/

5.2. Edit the /opt/kylo/kylo-services/conf/metadata-repository. json
and add in this snippet of JSON. Please ensure the “directory” in the json is the same that you
created above.

"indexProviders": {
"local": {
"classname": "org.modeshape.jcr.index.local.
—LocalIndexProvider",
"directory": "/opt/kylo/modeshape/modeshape-

—~local-index/"
}
by

(continues on next page)
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"indexes": {
"feedModificationDate": {
"kind": "value",
"provider": "local",
"nodeType": "tba:feed",
"columns":

b
"feedState": {

b
"titleIndex": {

by

"nodesByDepth": {
"kind": "value",
"provider": "local",
"synchronous":
"nodeType": "nt:base",
"columns":

"true",

}I
"nodesByPath": {
"kind": "value",
"provider": "local",
"synchronous": "true",
"nodeType": "nt:base",
"columns":
}I
"nodeTypes": {

"kind": "nodeType",
"provider": "local",
"nodeType": "nt:base",
"columns":

by

"jcr:lastModified (DATE) "

"kind": "value",
"provider": "local",
"nodeType": "tba:feedData",
"columns": "tba:state (NAME)"
}I
"categoryName": {
"kind": "value",
"provider": "local",
"nodeType": "tba:category",
"columns":

"tba:systemName (STRING) "

"kind": "value",
"provider": "local",
"nodeType": "mix:title",
"columns": "Jjcr:title (STRING)"
}I
"nodesByName": {
"kind": "value",
"provider": "local",
"synchronous": "true",
"nodeType": "nt:base",
"columns": "Jjcr:name (NAME)"

"mode :depth (LONG) "

"Jcr:path (PATH) "

"Jcr:primaryType (STRING) "

Note: After you start you may need to re-index kylo. You can do this via a REST

endpoint after you login to Kylo at the following url:

http://localhost:8400/proxy/v1/metadata/debug/jcr-index/reindex
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4.2.16 Release 0.8.2.3 (September 15, 2017)
Highlights

* This releases further optimizes Kylo and NiFi integration.
* Fixes KYLO-823, KYLO-1202 setting controller service properties in feed/reusable templates

* Reduces the verbose logging output (in 0.8.2.2) to debug when creating feeds

Download Links

* RPM : http://bit.ly/2x7BB3q
 Debian : http://bit.ly/2wuQgSA
* TAR : http://bit.1ly/2h81kiK

Upgrade Instructions from v0.8.2

Build or download the rpm

1. Uninstall Kylo:

’/opt/kylo/removefkylo.sh ‘

2. Install the new RPM:

’rpm —ivh <RPM_FILE> ‘

3. Copy the application.properties file from the previous install If you have customized the application.properties
file you will want to copy the 0.8.2 version and add the new properties that were added for this release.

3.1 Find the /bkup-config/TIMESTAMP/kylo-services/application.properties file

e Kylo will backup the application.properties file to the following location, /opt/kylo/bkup-
config/YYYY_MM_DD_HH_MM_millis/kylo-services/application.properties,  replacing the
“YYYY_MM_DD_HH_MM_millis” with a valid time:

3.2 Copy the backup file over to the /opt/kylo/kylo-services/conf folder

### move the application.properties shipped with the .rpm to a_
—backup file

mv /opt/kylo/kylo-services/application.properties application.

—properties.0_8_2_2_template

### copy the backup properties (Replace the YYYY MM DD _HH MM _

—»millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY_MM DD_HH MM millis/kylo-services/
—application.properties /opt/kylo/kylo-services/conf

3.3 Optional: At startup Kylo inspects NiFi to build a cache of NiFi flow data. It now does this with
multiple threads. By default it uses 10 threads. You can modify this by setting the following property:

## Modify the number of threads used by Kylo at startup to inspect,,
—and build the NiFi flow cache. Default is 10 if not specified
nifi.flow.inspector.threads=10
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3.4 Ensure the property security.jwt.key in both kylo-services and kylo-ui applica-
tion.properties file match. They property below needs to match in both of these files:

* Jopt/kylo/kylo-ui/conf/application.properties
* Jopt/kylo/kylo-services/conf/application.properties.

security. jwt.key=

4. Update the NiFi nars. Run the following shell script to copy over the new NiFi nars/jars to get new changes to
NiFi processors and services.

/opt/kylo/setup/nifi/update-nars—jars.sh <NIFI_HOME> <KYLO_SETUP_FOLDER> <NIFI_
—LINUX_USER> <NIFI_LINUX_GROUP>

Example: /opt/kylo/setup/nifi/update-nars-jars.sh /opt/nifi /opt/kylo/setup nifi
—;users

5. Optional: To increase performance in Kylo you can choose to add indexes to the metadata-repository.
json file. Add the following json snippet to the /opt/kylo/kylo-services/conf/
metadata-repository. json

5.1 make a directory that kylo has read/write acess to:

mkdir -p /opt/kylo/modeshape/modeshape-local-index/

5.2. Edit the /opt/kylo/kylo-services/conf/metadata-repository.json
and add in this snippet of JSON. Please ensure the “directory” in the json is the same that you
created above.

"indexProviders": {
"local": {
"classname": "org.modeshape.jcr.index.local.
—LocalIndexProvider",
"directory": "/opt/kylo/modeshape/modeshape-
—~local-index/"
}
}I
"indexes": {
"feedModificationDate": {
"kind": "value",
"provider": "local",
"nodeType": "tba:feed",
"columns": "Jjcr:lastModified (DATE)"
}I
"feedState": {
"kind": "value",
"provider": "local",
"nodeType": "tba:feedData",
"columns": "tba:state (NAME)"
}I
"categoryName": {
"kind": "value",
"provider": "local",
"nodeType": "tba:category",
"columns": "tba:systemName (STRING)"
}I
"titleIndex": {

(continues on next page)
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"kind": "value",
"provider": "local",
"nodeType": "mix:title",
"columns": "jcr:title (STRING)"

}I

"nodesByName": {
"kind": "value",
"provider": "local",
"synchronous": "true",
"nodeType": "nt:base",
"columns": "Jjcr:name (NAME)"

}I

"nodesByDepth": {
"kind": "value",
"provider": "local",
"synchronous": "true",
"nodeType": "nt:base",
"columns": "mode:depth (LONG)"

}I

"nodesByPath": {
"kind": "value",
"provider": "local",
"synchronous": "true",
"nodeType": "nt:base",
"columns": "jcr:path (PATH)"

},

"nodeTypes": {
"kind": "nodeType",
"provider": "local",
"nodeType": "nt:base",
"columns": "jcr:primaryType (STRING)"

}

}l

Note: After you start you may need to re-index kylo. You can do this via a REST

endpoint after you login to Kylo at the following url:

http://localhost:8400/proxy/v1/metadata/debug/jcr-index/reindex

4.2.17 Release 0.8.2.2 (September 12, 2017)

Highlights

* Optimize feed creation in NiFi and improve NiFi usability when there is a large number of feeds

* Ability to skip NiFi auto alignment when saving feeds

* Fix bug in operations manager that didn’t correctly fail jobs

* Support for ‘failure connection’ detection in feeds that contain sub process groups

* For a complete list of issues resolved visit: ReleaseNotes8.2.2.issues

Download Links

e RPM : http://bit.ly/2thpVSq

60

Chapter 4. Release Notes


http://localhost:8400/proxy/v1/metadata/debug/jcr-index/reindex
http://bit.ly/2fhpVSq

Kylo Documentation, Release 0.9.1

e Debian : http://bit.ly/2eUBtKA
* TAR : http://bit.ly/2x0g7FD
Upgrade Instructions from v0.8.2

Build or download the rpm

1. Uninstall Kylo:

’/opt/kylo/remove—kylo.sh ‘

2. Install the new RPM:

’rpm —-ivh <RPM_FILE> ‘

3. Copy the application.properties file from the 0.8.2 install. If you have customized the application.properties file
you will want to copy the 0.8.2 version and add the new properties that were added for this release.

3.1 Find the /bkup-config/TIMESTAMP/kylo-services/application.properties file

* Kylo will backup the application.properties file to the following location, /opt/kylo/bkup-
config/YYYY_MM_DD_HH_MM_millis/kylo-services/application.properties,  replacing the
“YYYY_MM_DD _HH_MM_millis” with a valid time:

3.2 Copy the backup file over to the /opt/kylo/kylo-services/conf folder

### move the application.properties shipped with the .rpm to a_
—backup file

mv /opt/kylo/kylo-services/application.properties application.

—properties.0_8_2_2_template

### copy the backup properties (Replace the YYYY MM DD_HH MM _

—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY MM DD_HH MM millis/kylo-services/
—application.properties /opt/kylo/kylo-services/conf

3.3 Optional: If you want to skip the auto alignment after saving feeds then add in the new properties
to the /opt/kylo/kylo-services/application.properties file

## skip auto alignment after you create a feed.

##You can always manually align your flows in NiFi via a Kylo Rest_
—Endpoint

nifi.auto.align=false

3.4 Ensure the property security.jwt.key in both kylo-services and kylo-ui applica-
tion.properties file match. They property below needs to match in both of these files:

* /opt/kylo/kylo-ui/conf/application.properties
* Jopt/kylo/kylo-services/conf/application.properties.

security. jwt.key=

4. Update the NiFi nars. Run the following shell script to copy over the new NiFi nars/jars to get new changes to
NiFi processors and services.
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/opt/kylo/setup/nifi/update-nars-jars.sh <NIFI_HOME> <KYLO_SETUP_FOLDER> <NIFI_
—LINUX_USER> <NIFI_LINUX_GROUP>

Example: /opt/kylo/setup/nifi/update-nars-jars.sh /opt/nifi /opt/kylo/setup nifi
—users

5. Optional: To increase performance in Kylo you can choose to add indexes to the metadata-repository.

json file. Add the following json snippet to the /opt/kylo/kylo-services/conf/
metadata-repository. json

5.1 make a directory that kylo has read/write acess to:

mkdir -p /opt/kylo/modeshape/modeshape-local-index/

5.2. Edit the /opt/kylo/kylo-services/conf/metadata-repository. json
and add in this snippet of JSON. Please ensure the “directory” in the json is the same that you
created above.

"indexProviders": {
"local": {
"classname": "org.modeshape. jcr.index.local.
—LocalIndexProvider",
"directory": "/opt/kylo/modeshape/modeshape-—

—~local—-index/"
}
by

"indexes": {
"feedModificationDate": {
"kind": "value",
"provider": "local",
"nodeType": "tba:feed",
"columns": "Jjcr:lastModified (DATE)"

b
"feedState": {

"kind": "value",
"provider": "local",
"nodeType": "tba:feedData",
"columns": "tba:state (NAME)"
}I
"categoryName": {
"kind": "value",
"provider": "local",
"nodeType": "tba:category",
"columns": "tba:systemName (STRING) "

b
"titleIndex": {

"kind": "value",
"provider": "local",
"nodeType": "mix:title",
"columns": "Jjcr:title (STRING)"
}I
"nodesByName": {
"kind": "value",
"provider": "local",
"synchronous": "true",
"nodeType": "nt:base",
"columns": "Jjcr:name (NAME)"

(continues on next page)
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}I

"nodesByDepth": {
"kind": "value",
"provider": "local",
"synchronous": "true",
"nodeType": "nt:base",
"columns": "mode:depth (LONG)"

}I

"nodesByPath": {
"kind": "value",
"provider": "local",
"synchronous": "true",
"nodeType": "nt:base",
"columns": "Jcr:path (PATH)"

}I

"nodeTypes": {

"kind": "nodeType",

"provider": "local",

"nodeType": "nt:base",

"columns": "jcr:primaryType (STRING)"

}y

Note: After you start you may need to re-index kylo. You can do this via a REST
endpoint after you login to Kylo at the following url:

http://localhost:8400/proxy/v1/metadata/debug/jcr-index/reindex

4.2.18 Release 0.8.2 (July 12, 2017)

Highlights

109 issues resolved

NiFi 1.3.0 support

Global search enhancements. Auto-indexing of feed, category, tags, and improved UL

Ability to use Solr vs ElasticSearch (ES default)

Streaming visualization improvements. New Ops Ul for monitoring streaming feeds.

Provenance event performance tune-up. Fixed lag that could occur for high throughput streaming feeds.
Pluggable UI. Ability to add dynamic new user interface components. See: Plugin APIs

Wrangler support for Spark yarn-cluster mode

Wrangler supports user impersonation. There are a few different run modes depending on which configuration
properties are specified.

TAR file installation support. This allows installation in different folder locations and to be ran as different linux
users/groups

Example S3 data ingest template. Ability to process data without bringing the data into the edge node. See: S3
Standard Ingest Template

SPNEGO bug fixes and improvements with Active Directory integration

4.2,
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Download Links

e RPM : http://bit.ly/2uT8bTo
 Debian : http://bit.ly/2uSTvUv
e TAR : http://bit.ly/2ug8ZUz

Upgrade Instructions from v0.8.1

Build or download the RPM
1. Uninstall Kylo:

’/opt/kylo/removefkylo.sh ‘

2. Install the new RPM:

’rpm —ivh <RPM_FILE> ‘

3. Update NiFi to use the new KyloPersistentProvenanceRepository. Kylo no longer uses the NiFi reporting task
to capture provenance events. Instead it uses a modified ProvenanceRepository.

3.1. In NiFi stop and delete the Kylo Reporting Task and its associated Controller Service.
3.2. Stop NiFi
3.3. Follow the guide NiFi & Kylo Provenance to setup the KyloPersistentProvenanceRepository

4. Copy the application.properties file from the 0.8.1 install. If you have customized the application.properties file
you will want to copy the 0.8.1 version and add the new properties that were added for this release.

4.1 Find the /bkup-config/TIMESTAMP/kylo-services/application.properties file

* Kylo will backup the application.properties file to the following location, /opt/kylo/bkup-
config/YYYY_MM_DD_HH_MM_millis/kylo-services/application.properties,  replacing the
“YYYY_MM_DD_HH_MM_millis” with a valid time:

4.2 Copy the backup file over to the /opt/kylo/kylo-services/conf folder

### move the application.properties shipped with the .rpm to a_
—backup file

mv /opt/kylo/kylo-services/application.properties application.

—properties.0_8_2_template

### copy the backup properties (Replace the YYYY MM DD HH MM _

—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY MM DD_HH MM millis/kylo-services/
—application.properties /opt/kylo/kylo-services/conf

4.3 Add in the new properties to the /opt/kylo/kylo-services/application.properties file

* ActiveMQ properties: Redelivery processing properties are now available for configuration. If
Kylo receives provenance events and they have errors are are unable to attach NiFi feed infor-
mation (i.e. if NiFi goes down and Kylo doesnt have the feed information in its cache) then
the JIMS message will be returned for redelivery based upon the following parameters. Refer to
the ActiveMQ documentation, http://activemq.apache.org/redelivery-policy.html, for assigning
these values:
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## retry for xx times before sending to DLQ (Dead Letter Queue)_,
—set -1 for unlimited redeliveries

Jjms.maximumRedeliveries=100

##The initial redelivery delay in milliseconds.
jms.initialRedeliveryDelay=1000

##retry every xx seconds

Jms.redeliveryDelay=5000

##Sets the maximum delivery delay that will be applied if the_
—useExponentialBackOff option is set (use value -1 for no max)
Jms.maximumRedeliveryDelay=600000

##The back-off multiplier.

jms.backOffMultiplier=5

##Should exponential back-off be used, i.e., to exponentially,,
—lincrease the timeout.

Jjms.useExponentialBackOff=false

* NiFi 1.3 support If you are using NiFi 1.2 or 1.3 you need to update the spring profile to point
to the correct nifi version.

Example NiFi 1.2 or 1.3 support

### Indicate the NiFi version you are using with the correct,
—spring profile.

### — For NiFi 1.0.x or 1.1.x: nifi-vl

### — For NiFi 1.2.x or 1.3.x: nifi-vl.2
spring.profiles.include=native,nifi-v1.2,auth-kylo,auth-file

Example NiFi 1.0 or 1.1 support

spring.profiles.include=native,nifi-vl,auth-kylo,auth-file ‘

* Global search support Elasticsearch is the default search provider. Add search-es to
spring profiles:

’spring.profiles.include=<all your existing profiles>, search-es ‘

4.4 Ensure the property security.jwt.key in both kylo-services and kylo-ui applica-
tion.properties file match. They property below needs to match in both of these files:

* Jopt/kylo/kylo-ui/conf/application.properties
* Jopt/kylo/kylo-services/conf/application.properties.

security. jwt.key= ‘

5. Backup the Kylo database. Run the following code against your kylo database to export the ‘kylo’ schema to a
file. Replace the PASSWORD with the correct login to your kylo database.

’mysqldump —-u root —-pPASSWORD —--databases kylo >kylo-0_8_1_ backup.sqgl ‘

6. Database updates. Kylo uses liquibase to perform database updates. Two modes are supported.

* Automatic updates

By default Kylo is set up to automatically upgrade its database on Kylo services startup. As such,
there isn’t anything specific an end user has to do. When Kylo services startup the kylo database
will be automatically upgraded to latest version if required. This is configured via an applica-
tion.properties setting
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liquibase.enabled=true

e Manual updates

Sometimes, however you may choose to disable liquibase and manually apply the upgrade scripts.
By disabling liquibase you are in control of how the scripts are applied. This is needed if the kylo
database user doesnt have priviledges to make schema changes to the kylo database. Please follow
this Database Upgrades on how to manually apply the additional database updates.

7. Update the NiFi nars. Run the following shell script to copy over the new NiFi nars/jars to get new changes to
NiFi processors and services.

/opt/kylo/setup/nifi/update-nars—-jars.sh <NIFI_HOME> <KYLO_SETUP_FOLDER> <NIFI_
—LINUX_USER> <NIFI_LINUX_GROUP>

Example: /opt/kylo/setup/nifi/update-nars—-jars.sh /opt/nifi /opt/kylo/setup nifi_
—,users

8. Update configuration for using Elasticsearch as the search engine
(a) Provide cluster properties

i. Update cluster properties in /opt/kylo/kylo-services/conf/
elasticsearch.properties if different from the defaults provided below.

search.host=1localhost
search.clusterName=demo-cluster
search.restPort=9200
search.transportPort=9300

Kylo services must be restarted if the above file has been changed to pick up the new values.

service kylo-services restart

(b) Steps to import updated Index Schema Service feed
i. Feed Manager -> Feeds -> + orange button -> Import from file -> Choose file

ii. Pick the index_schema_service_elasticsearch.feed.zip file available at /opt/
kylo/setup/data/feeds/nifi-1.0

iii. Leave Change the Category field blank (It defaults to System)
iv. Click Yes for these two options (1) Overwrite Feed (2) Replace Feed Template

v. (optional) Click Yes for option (3) Disable Feed upon import only if you wish to keep the indexing
feed disabled upon import (You can explicitly enable it later if required)

vi. Click Import Feed.
vii. Verify that the feed imports successfully.

viii. If your Hive metastore is in a schema named something other than hive, edit the feed and set hive.
schema to the schema name. This configuration value may be available with the key config.
hive.schemain /opt/kylo/kylo—-services/conf/application.properties

(c) Steps to import updated Index Text Service feed
i. Feed Manager -> Feeds -> + orange button -> Import from file -> Choose file

ii. Pickthe index_text_service_elasticsearch.feed.zip fileavailable at /opt/kylo/
setup/data/feeds/nifi-1.0
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iii. Leave Change the Category field blank (It defaults to System)
iv. Click Yes for these two options (1) Overwrite Feed (2) Replace Feed Template

v. (optional) Click Yes for option (3) Disable Feed upon import only if you wish to keep the indexing
feed disabled upon import (You can explicitly enable it later if required)

vi. Click Import Feed.
vii. Verify that the feed imports successfully.
9. Re-import the templates.
* Re-import Data Ingest template (data_ingest.zip)
¢ Re-import Data Transformation template (data_transformation.zip)
* Re-import Data Confidence template (data_confidence_invalid_records.zip)
10. NiFi 1.2/1.3 breaking change.

* NiFi introduced a change to their UpdateAttributes processor that prevents empty strings from being set to the
dynamic properties unless the state is saved.

* The templates (in step 7 above) already have this change made. Any feeds you have from a previous NiFi version
that have empty strings in the UpdateAttributes processors will be broken and need fixed. You can fix them by
importing the new templates and then saving the feed, or you will neeed to manually fix the feed/template. If
you need to manually fix feed flows in NiFi do the following:

1. Modify the UpdateAttributes processors and change the “Store State” property to be “Store state
locally”

2. Change the “Stateful Variables Initial Value” and check the box “Set empty string”

3. Go to the Settings for the processor and Auto terminate the “set state fail” route.
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Configure Processor
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Required field
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Delete Attributes Expression e o
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4.2.19 Release 0.8.1 (May 24, 2017)
Highlights

¢ 140+ issues resolved

* You can now assign users and groups access to feeds, categories, and templates giving you fine grain control of
what users can see and do. Refer to the Access Control for more information.

* Kylo can now be clustered for high availability. Refer to Clustering Kylo for more information.

* You now mix and match the order of standardizers and validators giving you more control over the processing
of your data.

e The wrangler has been improved with a faster transformation grid and now shows column level profile statistics
as you transform your data.

Download Links

e RPM : http://bit.ly/2r4P47A

e Debian : http://bit.ly/2rYObgz
Upgrade Instructions from v0.7.1

e If upgrading directly from v0.7.1, run the database update to enable Liquibase.

/opt/kylo/setup/sql/mysqgl/kylo/0.8.0/update.sh <db-hostname> <db-user> <db-password>

Upgrade Instructions from v0.8.0

Build or download the RPM
1. Uninstall Kylo:

’/opt/kylo/remove—kylo.sh ‘

3. Install the new RPM:

’ rpm -ivh <RPM_FILE> ‘

4. Copy the application.properties file from the 0.8.0.1 install. If you have customized the application.properties
file you will want to copy the 0.8.0.1 version and add the new properties that were added for this release.

4.1 Find the /bkup-config/TIMESTAMP/kylo-services/application.properties file

e Kylo will backup the application.properties file to the following location, /opt/kylo/bkup-
config/YYYY_MM_DD_HH_MM_millis/kylo-services/application.properties,  replacing the
“YYYY_MM_DD_HH_MM_millis” with a valid time:

4.2 Copy the backup file over to the /opt/kylo/kylo-services/conf folder

### move the application.properties shipped with the .rpm to a_
—backup file

mv /opt/kylo/kylo-services/application.properties application.
—properties.0_8_1_template

(continues on next page)
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(continued from previous page)

### copy the backup properties (Replace the YYYY MM DD _HH MM
—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY_MM DD_HH MM millis/kylo-services/
—application.properties /opt/kylo/kylo-services/conf

4.3 Two new properties were added. Add in the 2 new properties to the /opt/kylo/kylo-
services/conf/application.properties file

# Entity-level access control. To enable, uncomment below line and_,
—set value as true
#security.entity.access.controlled=false

## optional. If added you can control the timeout when you delete,
—a feed
kylo.feed.mgr.cleanup.timeout=60000

Refer to the Access Control document for more information about entity level ac-
cess control. To enable entity access control ensure the property above is set to
true.

4.4 Ensure the property security.jwt.key in both kylo-services and kylo-ui applica-
tion.properties file match. They property below needs to match in both of these files:

* /opt/kylo/kylo-ui/conf/application.properties
* Jopt/kylo/kylo-services/conf/application.properties.

security. jwt.key= ‘

5. Backup the Kylo database. Run the following code against your kylp database to export the ‘kylo’ schema to a
file. Replace the PASSWORD with the correct login to your kylo database.

’mysqldump -u root —-pPASSWORD —--databases kylo >kylo-0_8_0_1_backup.sqgl

|

6. Database updates. Kylo uses liquibase to perform database updates. Two modes are supported.
* Automatic updates

By default Kylo is set up to automatically upgrade its database on Kylo services startup. As such,
there isn’t anything specific an end user has to do. When Kylo services startup the kylo database
will be automatically upgraded to latest version if required. This is configured via an applica-
tion.properties setting

liquibase.enabled=true

* Manual updates

Sometimes, however you may choose to disable liquibase and manually apply the upgrade scripts.
By disabling liquibase you are in control of how the scripts are applied. This is needed if the kylo
database user doesnt have priviledges to make schema changes to the kylo database. Please follow
this Database Upgrades on how to manually apply the additional database updates.

7. Update the NiFi nars. Run the following shell script to copy over the new NiFi nars/jars to get new changes to
NiFi processors and services.

/opt/kylo/setup/nifi/update-nars—jars.sh

8. Re-import Data Ingest template (data_ingest.zip).
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* Kylo now allows converting data ingested from a database into AVRO format, and then running it further through
the flow.

* To enable this, re-import the data_ingest.zip file (Templates -> + icon -> Import from a file -> Choose file ->
Check yes to ‘overwrite’ feed template -> Check yes to ‘Replace the reusable template’ -> Import template)

4.2.20 Release 0.8.0 (Apr 19, 2017)
Highlights

* 90+ issues resolved

* Automatic and manual database upgrades. See Database Upgrades

* Support for PostgreSQL as Kylo metadata store

* Join Hive and any JDBC tables in Data Transformation feeds by creating a new Data Source.

* Wrangler can now use standardization and validation functions, and be merged, profiled, and indexed.

The Feed/Template import provides visual feedback and progress

» Kylo will now encrypt ‘sensitive’ properties and enforce ‘required’ properties.

Upgrade Instructions from v0.7.1

Build or download the RPM
1. Shut down NiFi:

’service nifi stop ‘

2. Uninstall Kylo:

’/opt/kylo/remove—kylo.sh ‘

3. Install the new RPM:

’rpm —ivh <RPM_FILE> ‘

4. Copy the application.properties file from the 0.7.1 install. If you have customized the application.properties file
you will want to copy the 0.7.1 version and add the new properties that were added for this release.

4.1 Find the /bkup-config/TIMESTAMP/kylo-services/application.properties file

* Kylo will backup the application.properties file to the following location, /opt/kylo/bkup-
config/YYYY MM _DD_HH MM _millis/kylo-services/application.properties,  replacing the
“YYYY_MM_DD_HH_MM_millis” with a valid time:

4.2 Copy the backup file over to the /opt/kylo/kylo-services/conf folder

### move the application.properties shipped with the .rpm to a
—backup file

mv /opt/kylo/kylo-services/application.properties application.
—properties.0_8_0_template

### copy the backup properties (Replace the YYYY MM DD _HH MM
—millis with the valid timestamp)

cp /opt/kylo/bkup-config/YYYY MM DD_HH MM millis/kylo-services/
—application.properties /opt/kylo/kylo-services/conf

[
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4.3 Add in the 2 new properties to the /opt/kylo/kylo-services/conf/application.properties file

liquibase.enabled=true
liquibase.change-log=classpath:com/thinkbiganalytics/db/master.xml

4.4 Ensure the property security.jwt.key in both kylo-services and kylo-ui applica-
tion.properties file match. They property below needs to match in both of these files:

* Jopt/kylo/kylo-ui/conf/application.properties
* Jopt/kylo/kylo-services/conf/application.properties.

security. jwt.key= ‘

45 If wusing Spark 2 then add the following property to the /opt/kylo/kylo-
services/conf/application.properties file

config.spark.version=2 ‘

5. Backup the Kylo database. Run the following code against your kylp database to export the ‘kylo’ schema to a
file. Replace the PASSWORD with the correct login to your kylo database.

’mysqldump -u root —-pPASSWORD --databases kylo >kylo-0_7_1_backup.sqgl ‘

6. Upgrade Kylo database:

/opt/kylo/setup/sgql/mysqgl/kylo/0.8.0/update.sh localhost root <password or,_
—blank>

7. Additional Database updates. Kylo now uses liquibase to perform database updates. Two modes are supported.
* Automatic updates

By default Kylo is set up to automatically upgrade its database on Kylo services startup. As such,
there isn’t anything specific an end user has to do. When Kylo services startup the kylo database will
be automatically upgraded to latest version if required.

e Manual updates

Sometimes, however you may choose to disable liquibase and manually apply the upgrade scripts.
By disabling liquibase you are in control of how the scripts are applied. This is needed if the kylo
database user doesnt have priviledges to make schema changes to the kylo database. Please follow
this Database Upgrades on how to manually apply the additional database updates.

8. Update the NiFi nars. Run the following shell script to copy over the new NiFi nars/jars to get new changes to
NiFi processors and services.

/opt/kylo/setup/nifi/update-nars—-jars.sh

9. Update the NiFi Templates.

e The Data Transformation template now allows you to apply standardization and validation rules
to the feed. To take advantage of this you will need to import the new template. The new data
transformation template can be found:

If you import the new Data Transformation template, be sure to re-initialize your existing Data
Transformation feeds if you update them.
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Data Transformation Enhancement Changes

New to this release is the ability for the data wrangler to connect to various JDBC data sources, allowing you to join
Hive tables with, for example, MySQL or Teradata. The JDBC drivers are automatically read from /opt/nifi/mysql/
when Kylo is starting up. When Kylo Spark Shell is run in yarn-client mode then these jars need to be added manually
to the run-kylo-spark-shell.sh script:

e Edit /opt/kylo/kylo-services/bin/run-kylo-spark-shell.sh and append —jars to the
spark—submit command-line:

spark—-submit --jars /opt/nifi/mysqgl/mariadb-java-client-1.5.7.Jjar

Additional driver locations can be added separating each location with a comma

spark—-submit --jars /opt/nifi/mysqgl/mariadb-java-client-1.5.7.jar,/opt/nifi/
—teradata/terajdbc4d. jar

Ambari Service Monitor Changes

The Ambari Service Monitor is now a Kylo plugin jar. In order for Kylo to report status on Ambari services you will
need to do the following:

1. Modify/Ensure the connection properties are setup. The ambari connection parameters need to be moved out of
the main kylo-services application.properties to a new file called ambari.properties

e Create a new file /opt/kylo/kylo-services/conf/ambari.properties. Ensure the owner
of the file is kylo

* Add and configure the following properties in that file:

ambariRestClientConfig.host=127.0.0.1
ambariRestClientConfig.port=8080
ambariRestClientConfig.username=admin
ambariRestClientConfig.password=admin
ambari.services.status=HDFS, HIVE, MAPREDUCE2, SQOOP

2. Copy the /opt/kylo/setup/plugins/kylo-service-monitor-ambari-0.8.0.jar to /
opt/kylo/kylo-services/plugin

cp /opt/kylo/setup/plugins/kylo-service-monitor—ambari-0.8.0.jar /opt/kylo/kylo-
—services/plugin/

4.2.21 Release 0.7.1 (Mar 13, 2017)
Highlights

* 64 issues resolved
* UI performance. Modules combined in a single page application and many other optimizations.
* Lineage auto-alignment. Correctly aligns feeds, sources, and destinations.

e Wrangle and machine learning. Added over 50 machine learning functions to the data wrangler. The data
wrangler now supports over 600 functions!

* Test framework. Initial groundwork for automated integration testing.
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* Notable issues resolved:
— Multiple Spark validation and profiler issues resolved
— Login issues when using https
— Race condition on startup of Kylo and Modeshape service

* For a complete list of resolved issues see here: ReleaseNotes7.1.resolvedIssues

RPM
Upgrade Instructions from v0.7.0

Build or download the RPM:
1. Uninstall the RPM, run:

’/opt/kylo/remove—kylo.sh

2. Install the new RPM:

’rpm —-ivh <RPM_FILE>

3. Update the Database:

’/opt/kylo/setup/sql/mysql/kylo/O.7.1/update.sh localhost root <password or blank>

4. Start kylo apps:

’/opt/kylo/start—kylo—apps.sh

4.2.22 Release 0.7.0 (Feb. 13, 2017)
Highlights

* Renamed thinkbig artifacts to kylo

e Our REST API documentation has been updated and reorganized for easier reading. If you have Kylo running
you can open http://localhost:8400/api-docs/index.html to view the docs.

» Kylo is now available under the Apache 2 open-source license. Visit our new GitHub page!

 Login to Kylo with our new form-based authentication. A logout option has been added to the upper-right menu
in both the Feed Manager and the Operations Manager.

RPM

http:/bit.ly/215p1tK

Upgrade Instructions from v0.6.0

Build or download the rpm.
1. Shut down NiFi:
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service nifi stop ‘

2. Run:

’useradd -r -m —-s /bin/bash kylo

3. Run:

’usermod —-a -G hdfs kylo ‘

4. Run:

/opt/thinkbig/remove-kylo-datalake-accelerator.sh to uninstall
the RPM

5. Install the new RPM:

rpm —-ivh <RPM_FILE>

6. Migrate the “thinkbig” database schema to “kylo”.

Kylo versions 0.6 and below use the thinkbig schema in MySQL. Starting from version 0.7, Kylo uses the kylo
schema. This guide is intended for installations that are already on Kylo 0.6, and want to upgrade to Kylo 0.7.
It outlines the procedure for migrating the current thinkbig schema to kylo schema, so that Kylo 0.7 can work.

Migration Procedure

6a. Uninstall Kylo 0.6 (Refer to deployment guide and release notes for details).

6b. Install Kylo 0.7 (Refer to deployment guide and release notes for details).
Do not yet start Kylo services.

6¢c. Log into MySQL instance used by Kylo, and list the schemas:

mysgl> show databases

6d. Verify that:
* thinkbig schema exists
* kylo schema does not exist

6e. Navigate to Kylo’s setup directory for MySQL.

cd /opt/kylo/setup/sql/mysqgl

6f. Execute the migration script. It takes 3 parameters. For no password, provide the 3rd parameter as
../migrate-schema-thinkbig-to-kylo-mysql.sh <host> <user> <password>

e Step 1 of migration: kylo schema is set up.
» Step 2 of migration: thinkbig schema is migrated to kylo schema.

6g. Start Kylo services. Verify that Kylo starts and runs successfully. At this point, there are two schemas in
MySQL: kylo and thinkbig.

Once Kylo is running normally and migration is verified, the thinkbig schema can be dropped.

6h. Navigate to Kylo’s setup directory for MySQL.
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’cd /opt/kylo/setup/sqgl/mysql ‘

6i. Execute the script to drop thinkbig schema. It takes 3 parameters. For no password, provide the 3rd parameter
as:

’../drop—schema—thinkbig—mysql.sh <host> <user> <password> ‘

6j. Verify that only kylo schema now exists in MySQL.

’mysql> show databases ‘

This completes the migration procedure.

7. Update the database:

/opt/kylo/setup/sql/mysqgl/kylo/0.7.0/update.sh localhost root <password or,,
—blank>

8. Run:

’/opt/kylo/setup/nifi/updatefnarsfjars.sh

9. Edit:

’/opt/nifi/current/conf/bootstrap.conf

Change “java.arg.15=Dthinkbig.nifi.configPath=/opt/nifi/ext-config” to
“java.arg.15=Dkylo.nifi.configPath=/opt/nifi/ext-config”.

10. Run:

mv /opt/thinkbig/bkup-config /opt/kylo
chown -R kylo:kylo bkup-config

11. Run:

’mv /opt/thinkbig/encrypt.key /opt/kylo ‘

If prompted for overwrite, answer ‘yes’.

12. Run:

’chown kylo:kylo /opt/kylo/encrypt.key

13. Copy the mariadb driver to access MySQL database.
14. Run:

> cp /opt/kylo/kylo-services/lib/mariadb-java-client—+.jar /opt/nifi/mysql

> chown nifi:users /opt/nifi/mysgl/mariadb-java-client-x.Jjar

15. Start NiFi (wait to start):

service nifi start

16. In the standard-ingest template, update the”’Validate and Split Records” processor and change the Application-
JAR value to:
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/opt/nifi/current/lib/app/kylo-spark-validate-cleanse-jar-with-dependencies.
—jar

17. In the standard-ingest template update the”Profile Data” processor and change the ApplicationJAR value to:
/opt/nifi/current/lib/app/kylo-spark-job-profiler-jar-with-dependencies. jar

18. For the MySQL controller service (type: DBCPConnectionPool), update the properties to use the mariadb driver:

* Database Driver Class Name: org.mariadb.jdbc.Driver
* Database Driver Location(s): file:///opt/nifi/mysql/mariadb-java-client-1.5.7 jar

19. For the JMSConnectionFactoryProvider controller service, set the MQ Client Libraries path property value to:
/opt/kylo/kylo-services/1lib

20. For the StandardSqoopConnectionService, copy the value of Source Driver to Source Driver (Avoid providing
value) then delete the Source Driver property.

21. Update, with your custom configuration, the configuration files at:
/opt/kylo/kylo-ui/conf/, /opt/kylo/kylo-services/conf/
/opt/kylo/kylo-spark shell/conf/

A backup of the previous version’s configuration is available from /opt/kylo/bkup-config/.
22. Modify both of the metadata controller services in NiFi with the new REST endpoint.
* The first one should be under the root process group and is used by our processors. The REST Client URL
property should be changed to http://localhost:8400/proxy/v1/metadata.
* The second is under the right-hand menu and is used by our reporting task. The REST Client URL property

should be changed to http://localhost:8400/proxy/v1/metadata.

23. If using NiFi v0.7 or earlier, modify:
/opt/kylo/kylo-services/conf/application.properties

Change spring.profiles.active from nifi-v1 to nifi-v0.
24. Modify permissions to allow existing NiFi flows to use /tmp/kylo directory.
Note:

After re-importing data_ingest.zip in a later step, any new feeds created will use the /tmp/kylo-nifi folder.
The below command will allow existing flows to continue using the /tmp/kylo folder.

’> chmod 777 /tmp/kylo

25.

Start kylo apps:

’/opt/kylo/start—kylo—apps.sh

26.
27.
28.

Re-import the data_ingest.zip template. (New feeds will use the temp location /tmp/kylo-nifi.)
(Optional) If unused, the mysql driver in /opt/nifi/mysql can be deleted.

Run:
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> rm /opt/nifi/mysgl/mysgl-connector-java—-x*.jar

4.2.23 Release 0.6.2 (Feb. 7, 2017)
Highlights

* Support for triggering multiple dependent feeds

* Added a flag to allow operations manager to query and display NiFi bulletins on feed failure to help show any
logs NiFi generated during that execution back in operations manager

* Fixed NiFi provenance reporting to support manual emptying of flow files which will now fail the job in ops
manager

* The Audit Log table in Kylo will now track feed updates

Upgrade Instructions from v0.6.0

Build or download the RPM.
1. Shut down NiFi:

’service nifi stop

2. To uninstall the RPM, run:

’/opt/kylo/remove—kylo—datalake—accelerator.sh

3. Install the new RPM:

’ rpm -ivh <RPM_FILE>

4. Run:

’/opt/thinkbiq/setup/nifi/update—nars—jars.sh

5. Start NiFi: (wait to start)

’service nifi start

6. Update, using your custom configuration, the configuration files at:

/opt/thinkbig/thinkbig-ui/conf/
/opt/thinkbig/thinkbig-services/conf/
/opt/thinkbig/thinkbig-spark-shell/conf/

A backup of the previous version’s configuration is available from /opt/thinkbig/bkup-config/.

7. If using NiFi v0.7 or earlier, modify /opt/thinkbig/thinkbig-services/conf/application.properties by changing
spring.profiles.active from nifi-v1 to nifi-v0.

8. Start thinkbig apps:

/opt/thinkbig/start-thinkbig-apps.sh
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9. Ensure the reporting task is configured A ReportingTask is now used for communication between NiFi and
Operations Manager. In order to see Jobs and Steps in Ops Manager, you will need to configure this following
instructions found here:

../how-to-guides/NiFiKyloProvenanceReportingTask

Whats coming in 0.7.0?

The next release will be oriented to public open-source release and select issues identified by the field for client
projects.

The approximate release date is February 13, 2017.

4.2.24 Release 0.6.1 (Jan. 26, 2017)
Highlights

 Improved NiFi provenance reporting performance
* Added timeout option to the NiFi ExecuteSparkJob processor
* Fixed missing Cloudera dependency

— To build for Cloudera, substitute “thinkbig-service-monitor-ambari” with “thinkbig-service-monitor-
cloudera-service” in services/service-app/pom.xml

Potential Impacts

Upon upgrading the ExecuteSparkJob processors will be marked as invalid saying: “Max wait time is invalid prop-
erty”. You will need to stop these processors and delete the “Max wait time” property.

Upgrade Instructions from v0.6.0

Build or download the RPM:
1. Shut down NiFi:

service nifi stop

2. To uninstall the RPM, run:

’/opt/thinkbig/removefthinkbig.sh

3. Install the new RPM:

’rpm —ivh <RPM_FILE>

4. Run:

’/opt/thinkbig/setup/nifi/updatefnarsfjars.sh

5. Start NiFi: (wait to start)

’service nifi start
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6. Update, using your custom configuration, the configuration files at:

/opt/thinkbig/thinkbig-ui/conf/
/opt/thinkbig/thinkbig-services/conf/
/opt/thinkbig/thinkbig-spark-shell/conf/

A backup of the previous version’s configuration is available from /opt/thinkbig/bkup-config/.

7. If using NiFi v0.7 or earlier, modify /opt/thinkbig/thinkbig-services/conf/application.properties by changing
spring.profiles.active from nifi-v1 to nifi-v0.

8. Start thinkbig apps: -

/opt/thinkbig/start-thinkbig-apps.sh

9. Update the ExecuteSparkJob processors (Validate and Profile processors) fixing the error: “Max wait time is
invalid property” by removing that property.

10. Ensure the reporting task is configured A ReportingTask is now used for communication between NiFi and
Operations Manager. In order to see Jobs and Steps in Ops Manager you will need to configure this following
the instructions found here:

../how-to-guides/NiFiKyloProvenanceReportingTask

4.2.25 Release 0.6.0 (Jan. 19, 2017)
Highlights

* 90+ issues resolved
* NiFi clustering support. Ability to cluster NiFi with Kylo.

» Streaming enhancements. New streaming UI plots and higher throughput performance between Kylo and NiFi.
Ability to specify a feed as a streaming type to optimize display.

e Improved schema manipulation. Ability for feeds and target Hive tables to diverge (for example: drop fields,
rename fields, and change data types for fields the exist in raw files regardless of raw type).

o Alert persistence. Ability for alert panel to store alerts (and clear) including and APIs for plugging in custom
alert responder and incorporate SLA alerts.

» Configurable data profiling. Profiled columns can be toggled to avoid excessive Spark processing.
 Tags in search. Ability to search tags in global search.
» Legacy NiFi version cleanup. Deletes retired version of NiFi feed flows.

 Avro format option for database fetch. GetTableData processor has been updated to allow writing rows in Avro
format and to allow setting a custom column delimiter when the output type is a delimited text file.

¢ Feed file upload. Ability to upload a file directly to a feed and have it trigger immediately (for feeds using
filesystem).

¢ Tutorials. New admin tutorial videos.
Potential Impacts
* JMS topics switch to queues in order to support NiFi clustering. Check your ActiveMQ Topics page (http:

/Nocalhost:8161/admin/topics.jsp) to ensure that there are no pending messages before shutting down NiFi. The
number of enqueued and dequeued messages should be the same.
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* Apache NiFi versions 0.6 and 0.7 are no longer supported. Some features may continue to function normally
but haven’t been properly tested. These will stop working in future releases. Upgrading to the latest version of
Apache NiFi is recommended.

¢ (for VirtualBox sandbox upgrades) The default password for MySQL has changed. If you are using default
config files deployed via RPM, modify your MySQL password to match or alter the configuration files.

Upgrade Instructions from v0.5.0

Build or download the RPM:
1. Shut down NiFi:

service nifi stop

2. Run the following to uninstall the RPM:

’/opt/thinkbig/remove—thinkbig.sh

3. Install the new RPM:

rpm -ivh <RPM_FILE>"

4. Run:

’/opt/thinkbig/setup/nifi/updatefnarsfjars.sh

5. Update /opt/nifi/current/conf/nifi.properties file and change it to use the default PersistentProvenanceRepository:

nifi.provenance.repository.implementation=org.apache.nifi.provenance.
—PersistentProvenanceRepository

6. Execute the database upgrade script:

/opt/thinkbig/setup/sgl/mysqgl/thinkbig/0.6.0/update.sh localhost root <password or,
—blank>

7. Create the “/opt/nifi/activemq” folder and copy the jars:

$ mkdir /opt/nifi/activemqg

$ cp /opt/thinkbig/setup/nifi/activemq/«.jar
/opt/nifi/activemqg

$ chown -R nifi /opt/nifi/activemqg/

8. Add a service account for thinkbig application to nifi group. (This will allow Kylo to upload files to the dropzone
location defined in NiFi). This step will differ per operating system. Note also that these may differ depending
on how the service accounts where created.

$ sudo usermod -a -G nifi thinkbig

Note: All dropzone locations must allow the thinkbig service account to write.

9. Start NiFi: (wait to start)
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service nifi start

Note: If errors occur, try removing the transient provenance data: rm -fR /PATH/TO/NIFI/provenance_repository/.

10. Update, using your custom configuration, the configuration files at:

/opt/thinkbig/thinkbig-ui/conf/
/opt/thinkbig/thinkbig-services/conf/
/opt/thinkbig/thinkbig-spark-shell/conf/

A backup of the previous version’s configuration is available from /opt/thinkbig/bkup-config/.

11. If using NiFi v0.7 or earlier, modify /opt/thinkbig/thinkbig-services/conf/application.properties by changing
spring.profiles.active from nifi-v1 to nifi-v0.

12. Start thinkbig apps:

/opt/thinkbig/start-thinkbig-apps.sh

13. Update the re-usable standard-ingest template, index_schema_service, and the index_text_service.

1. The standard-ingest template can be updated through the templates page.
(/opt/thinkbig/setup/data/templates/nifi-1.0/) The upgrade will:

(a) Add “json field policy file” path as one of the parameters to Profiler processor to support selective column
profiling. See “Configurable data profiling” in highlights.

(b) Add feed field specification to support Ul ability to modify feeds. See “Improved schema manipulation”
in highlights above.

(c) Adds shared library path to activemq libraries required going forward.

2. The index_schema_service and index_text_service templates are feed templates and should be updated through
the feeds page. (/opt/thinkbig/setup/data/feeds/nifi-1.0/.

(a) Go to the feeds page.

(b) Click the Plus icon.

(c) Click on the “import from file” link.

(d) Choose one of the Elasticsearch templates and check the overwrite box.

14. A ReportingTask is now used for communication between NiFi and Operations Manager. In order to see Jobs
and Steps in Ops Manager you will need to configure this following these instructions:

../how-to-guides/NiFiKyloProvenanceReportingTask
4.2.26 Release 0.5.0 (Dec. 14, 2016)

Highlights

* 65 issues resolved
* Audit tracking. All changes in Kylo are tracked for audit logging.
 Spark 2.0 support!

» PySparkExec support. New NiFi processor for executing Spark Python scripts
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Plug-in API for adding raw formats. Ability to plug-in support for new raw file formats and introspect schema
New raw formats: Parquet, ORC, Avro, JISON

Customize partition functions. Ability to add custom UDF functions to dropdown for deriving partition keys
Feed import enhancements. Allow users to change target category on feed import

Sqoop improvements. Improved compatibility with Kylo Ul and behavior

JPA conversion. Major conversion away from legacy Spring Batch persistence to JPA for Ops Mgr

Date/time standardization. Storage of all dates and times will be epoch time to preserve the ability to apply
timezones

New installation document showing an example on how to install Kylo on AWS in an HDP 2.5 cluster. Refer to
HDP 2.5 Kerberos/Ranger Cluster Deployment Guide

Ranger enabled
Kerberos enabled
Minimal admin privileges

NiFi and Kylo on separate edge nodes

Known Issues

Modeshape versioning temporarily disabled for feeds due to rapid storage growth. We will have a fix for this issue
and re-introduce it in 0.5.1.

Potential Impacts

JPA conversion requires one-time script (see install instructions)
Spark Shell moved into Think Big services /opt directory

Date/time modification Timestamp fields converted to Java time for portability and timezone consistency. Any
custom reports will need to be modified

4.2.27 Release 0.4.3 (Nov. 18, 2016)

Highlights

67 issues resolved

Hive user impersonation. Ability to restrict Hive table access throughout Kylo based on permissions of logged-in
user.

Visual data lineage. Visualization of relationship between feeds, data sources, and sinks. Refer to Feed Lineage
Configuration

Auto-layout NiFi feeds. Beautified display of Kylo-generated feeds in NiFi.
Sqoop export. Sqoop export and other Sqoop improvements from last release.

Hive table formats. Final Hive table format extended to: RCFILE, CSV, AVRO (in addition to ORC, PAR-
QUET).

Hive change tracking. Batch timestamp (processing_dttm partition value) carried into final table for change
tracking.
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* Delete, disable, reorder templates. Ability to disable and/or remove templates as well as change their order in
Kylo.

» Spark yarn-cluster support. ExecuteSparkJob processor now supports yarn-cluster mode (thanks Prav!).

* Kylo logo replaces Teradata Thinkbig logo (note: this is not our final approved logo).

Known Issues

Hive impersonation is not supported with CDH if using Sentry.

Wrangler does not yet support user impersonation.

Potential Impacts
 Existing wrangler feed tables will need to ALTER TABLE to add a processing_dttm field to table in order to
work.

* Processing_dttm field is now java epoch time instead of formatted date to be timezone independent. Older feeds
will now have partition keys in two different formats.

» All non-feed tables will now be created as managed tables.

4.2.28 Release 0.4.2 (Nov. 4, 2016)
Highlights

* 70-plus issues resolved
* NiFi version 1.0 and HDF version 2.0 support

* Encrypted properties and passwords in configuration files. Refer to “Encrypting Configuration Property Values”
in the Encrypting Configuration Properties

» SSL support. SSL between services. Refer to NiFi and SSL

 Feed-chaining context. Context can be passed from dependent feeds. Refer to the Trigger Feed section in NiFi
Processor Guide

* Lineage tracking. Schema, feed, and preconditions.

» UI/UX improvements

* CSVSerde support and improved schema discovery for text files
* NiFi Template upgrades

* Procedure for relocating install locations of Kylo and dependencies.

4.2.29 Release 0.4.1 (Oct. 20, 2016)
Highlights

* Resolved approximately 65 issues

» Ranger and Sentry integration (ability to assign groups to feed tables)
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e NEW Sqoop import processor for efficient database ingest (tested with Sqoop version 1.4.6, Databases-
Teradata,Oracle, and MySQL)

» Watermark service provides support for incremental loads

* Hive merge on Primary Key option

* Skip header support

* Configurable root paths for Hive and HDFS folders (multi-tenancy phase I)
» New and simplified standard ingest and re-usable wrangler flows

* Support for Hive decimal type

 Support for choosing existing field as partition

* Documentation updates

 UI usability improvements (validation, etc)

Known Issues

Creating a feed using standard data ingest with Database as the input may fail on initial run. There are 2 workarounds
you can do to resolve this:

1. Go to the “Feed Details” screen for the feed and disable and then enable the feed; or,

2. During creation of the feed on the last “Schedule” step you can uncheck the “Enable Feed Immediately”. This
will save the feed in a “disabled state”. Once the feed has been created on the Success screen click “View
Details” then enable the feed.

4.2.30 Release 0.4.0 (Oct. 4, 2016)
Highlights

* Support Streaming/Rapid Fire feeds from NiFi

Note: Operations Manager User Interfaces for viewing Streaming feeds will come in a near future release.

Security enhancements including integration with LDAP and administration of users and groups through the
web Ul

Business metadata fields can be added to categories and feeds

Category and feed metadata can be indexed with Elasticsearch, Lucene, or Solr for easier searching

Fixed bug with kylo init.d service scripts not support the startup command

Fixed issues preventing preconditions or cleanup feeds from triggering

Fixed usability issues with the visual query

Better error notification and bug fixes when importing templates

Service level agreement assessments are now stored in our relational metadata store

Spark Validator and Profiler Nifi processors can now handle additional Spark arguments

Redesign of job details page in operations manager to view steps/details in vertical layout
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* Allow injection of properties for any processor or controller service in the application.properties file. The
feed properties will be overridden when importing a template. This includes support to auto fill all kerberos
properties.

Known Issues

* The Data Ingest and Data Transformation templates may fail to import on a new install. You will need to manu-
ally start the SpringContextLoaderService and the Kylo Cleanup Service in NiFi, then re-import the template in
the Feed Manager.

e When deleting a Data Transformation feed, a few Hive tables are not deleted as part of the cleanup flow and
must be deleted manually.

Running in the IDE
* If you are running things via your IDE (Eclipse or Intelli]) you will need to run the following command under
the core/operational-metadata/operational-metadata-jpa module
* mvn generate-sources

This is because it is now using JPA along with QueryDSL(http://www.querydsl.com/), which gen-
erates helper Query classes for the JPA entities. Once this runs you will notice it generates
a series of Java classes prefixed with “Q” (i.e. QNifiJobExecution) in the core/operational-
metadata/operational-metadata-jpa/target/generated-sources/java/

Optionally you could just run a mvn install on this module which will also trigger the generate-
sources.

¢ Additionally, if you havent done so, you need to ensure the latest nifi-provenance-repo.nar file is in the
/opt/nifi/data/lib folder.

4.2.31 Release 0.3.2 (Sept. 19, 2016)
Highlights

¢ Fixes a few issues found in version 0.3.1.

* Removed thinkbig, nifi, and activemq user creation from RPM install and installation scripts. Creating those
users are now a manual process to support clients who use their own user management tools.

» Kerberos support for the Ul features (data wrangling, hive tables, feed profiling page). Data wrangling uses the
thinkbig user keytab and the rest uses the hive user keytab.

* Fixed bug introduced in 0.3.1 where the nifi symbolic link creation is broken during a new installation.

* Added support for installation Elasticsearch on SUSE.

Note: The activemq download URL was changed. @ To manually update the installation script edit:
/opt/thinkbig/setup/activemg/install-activemq.sh and change the URL on line 25 to be https://archive.apache.org/dist/
activemq/5.13.3/apache-activemq-5.13.3-bin.tar.gz
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4.2.32 Release 0.3.1 (Aug. 17, 2016)
Highlights

* Fixes a few issues found in version 0.3.0.
* Fixes the download link to NiFi for generating an offline tar file.
* Compatibility with MySQL 5.7.

* Installs a stored procedure required for deleting feeds.

PC-393 Automatically reconnects to the Hive metastore.

* PC-396 Script to update NiFi plugins and required JARs.

Note: A bug was introduced with installation of NiFi from the setup wizard (Fixed in the 0.4.0-SNAPSHOT). If
installing a new copy of PCNG, make the following change:

Edit /opt/kylo/setup/nifi/install-kylo-components.sh and change *./create-symbolic-links.sh” to
“$NIFI_SETUP_DIR/create-symbolic-links.sh”

4.2.33 Release 0.3.0 (Aug. 10, 2016)
Highlights

* 65 issues resolved by the team

* Feed migration. Import/export feeds across environments

* Feed delete. Delete a feed (including tables and data)

* Business metadata. Ability to add user-defined business metadata to categories and feeds
¢ Feed chaining. Chain feeds using Ul-driven precondition rules

e SLA support. Create Service Level Agreements in Ul

* Alerting. Alert framework and built-in support for JIRA and email

* Profiling UI. New graphical Ul for viewing profile statistics

* Wrangler XML support. Wrangler enhancements including improved XML support

¢ Authentication. Pluggable authentication support

4.2.34 Release 0.2.0 (June 22, 2016)

Whats New

Release data: June 22, 2016

R&D is pleased to announce the release of version 0.2.0 of the framework, which represents the last three weeks of
sprint development.

e Over 60 issues were resolved by the team working in collaboration with our International teams using the
framework for client projects.

* Dependency on Java 8
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* Updated metadata server to ModeShape framework, which supports many of our underlying architectural re-
quirements:

Dynamic schemas - provides extensible features for extending schema towards custom business metadata

in the field

Versioning - ability to track changes to metadata over time
Text Search - flexible searching metastore

Portability - can run on sql and nosql databases

See: http://modeshape.jboss.org/
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CHAPTER B

Downloads

This page contains links to the commons files you might want to download

5.1 Kylo Distribution (0.9.1.3)

Type Link

RPM http://bit.ly/2RAtzs9
DEB http://bit.ly/2RFHc98
TAR http://bit.ly/2A00x11
Offline TAR | http://bit.ly/2A0Vr1B

5.2 Kylo Distribution (0.9.1.2)

Type Link

RPM http://bit.ly/209Tg3y
DEB http://bit.ly/2pxEsOv
TAR http://bit.ly/21dp4zm

Offline TAR | http://bit.1y/2IcVfIR

5.3 Kylo Distribution (0.9.1.1)

Type Link

RPM http://bit.ly/2KDX4cy
DEB http://bit.ly/2KDzKfc
TAR http://bit.ly/2J4aVDI
Offline TAR | http://bit.ly/2KXsREU
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5.4 Kylo Distribution (0.9.1)

Type Link

RPM http://bit.ly/2IDdwJO
DEB http://bit.ly/2s4Lgou
TAR http://bit.ly/2LqxXHS5
Offline TAR | http://bit.ly/2IG1dMa

5.5 Kylo Distribution (0.9.0.2)

Type Link

RPM http://bit.ly/2Ig7b1C
DEB http://bit.1y/2pTwWNx
TAR http://bit.ly/2GqOwkL
Offline TAR | http://bit.ly/2E6408S

5.6 Kylo Distribution (0.9.0.1)

Type | Link

RPM | http://bit.ly/20AHVMg

DEB | http://bit.ly/2t9]YeX

TAR | http://bit.ly/2CVuvhU

5.7 Kylo Distribution (0.9.0)

Type | Link

RPM | http://bit.ly/2EPLQho

DEB | hitp://bit.ly/2BH7jXI

TAR | http://bit.ly/20dPjwE

5.8 Kylo Distribution (0.8.4.1)

Type | Link

RPM | http://bit.1ly/2DrO9Ur

DEB | http://bit.ly/2DrLLXfz

TAR | http://bit.ly/2kEwF{fU
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5.9 Kylo Distribution (0.8.3.3)

Type | Link

RPM | http://bit.ly/2yMUbjb
DEB | http://bit.ly/2yrdL1o
TAR | http://bit.ly/2yIM5NR

5.10 Kylo Distribution (0.8.3)

Type | Link

RPM | http://bit.ly/2xOA8wd
DEB | http://bit.ly/2gkYmrl
TAR | http://bit.ly/2wk1kVH

5.11 Plugins

Plugins can be downloaded from the maven central repository https://search.maven.org/
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CHAPTER O

Overview

The best way to get started with Kylo is to keep it simple at first. Get Kylo up and running with a single node and test
a simple feed before enabling features such as clustering, SSL, encryption,etc. This installation section will help you
get Kylo up and running, then give you some guidance on where to go from there.

6.1 Installation Methods

Kylo has 3 build distributions:
* RPM - An easy and opinionated way of installing Kylo on Redhat based systems
* DEB - An easy and opinionated way of installing Kylo on Debian based systems

* TAR File — Available for those who want to install Kylo in a folder other than /opt/kylo, or want to run Kylo as
a different user.

Once the binary is installed Kylo can be configured a few different ways:

¢ Setup Wizard - For local development and single node development boxes, the Setup Wizard Deployment Guide
can be used to quickly bootstrap your environment to get you up and running.

* Manually Run Shell Scripts - In a test and production environment, you will likely be installing on multiple
nodes. The Manual Deployment Guide provides detailed instructions on how to install each individual compo-
nent.

* Configuration Management Tools — Kylo installation is designed to be automated. You can leverage tools
such as Ansible, Chef, Puppet, and Salt Stack

6.2 Installation Components

Installing Kylo inlcudes the following software:

93



Kylo Documentation, Release 0.9.1

» Kylo Applications: Kylo provides services to produce Hive tables, generate a schema based on data brought into
Hadoop, perform Spark-based transformations, track metadata, monitor feeds and SLA policies, and publish to
target systems.

» Java 8: Kylo uses the Java 8 development platform.
* NiFi: Kylo uses Apache NiFi for orchestrating data pipelines.
* ActiveMQ: Kylo uses Apache ActiveMQ to manage communications with clients and servers.

« Elasticsearch/SOLR: Kylo can use either Elasticsearch or SOLR, as a distributed, multi-tenant capable full-text
search engine.

6.3 Default Installation Locations

Installing Kylo installs the following software at these Linux file system locations:
* Kylo Applications - /opt/kylo
* Java 8 - /opt/java/current
* NiFi - /opt/nifi/current
* ActiveMQ - /opt/activemq

¢ Elasticsearch - RPM installation default location

6.4 Demo Sandbox

If you are interested in running a working example of Kylo you might consider running one of our demo sandboxes
located on the http://kylo.io/quickstart.html website
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CHAPTER /

Review Dependencies

This page can be used as a guide to prepare you environment for installation.

7.1 Supported Operating Systems

Operating System | Versions
RHEL,CentOs 6.x, 7.X
SUSE vll
Ubuntu 16.x,17.x

7.2 Supported Hadoop Distributions

Platform Sandbox URL Version
Hortonworks | https://hortonworks.com/products/sandbox/ HDP 2.3+
Cloudera https://www.cloudera.com/downloads/quickstart_vms/5-12.html | 5.8+

7.3 Edge Node Hardware Requirements

Although the hardware requirements depend on the volume of data that will be processed here are some general

recommendations:

¢ Minimum production recommendation is 4 cores CPU, 16 GB RAM.

¢ Preferred production recommendation is 8 cores CPU, 32 GB RAM.
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Note:

separate edge nodes.

Kylo and Apache NiFi can be installed on a single edge node, however it is recommended that they run on

7.4 Kylo Stack Dependencies

Below is a list of some of the major components Kylo uses along with the version that Kylo currently supports:

Cate- | ltem Version Description
gory
Persis- | MySQL 5.x (tested with | Used to store both the Modeshape (JCR 2.0) metadata and the Opera-
tence 5.1.73) tional Relational (Kylo Ops Manager) metadata
Persis- | Postgres 9.x Used to store both the Modeshape (JCR 2.0) metadata and the Opera-
tence tional Relational (Kylo Ops Manager) metadata
Persis- | MS SQL | Azure Used to store both the Modeshape (JCR 2.0) metadata and the Opera-
tence Server tional Relational (Kylo Ops Manager) metadata
IMS Ac- 5.x (tested | Used to send messages between different modules and to send Prove-
tiveMq with 5.13.3) nance from NiFi to Kylo
NiFi NiFi 1.0 - 1.6,(HDF | Either HDF or open source NiFi work.
2.0)
Spark | Spark 1.5.x, 1.6.x, | NiFi and Kylo have routines that leverage Spark.
Client 2.x
Hive Hive 1.2.x+ Required if using Hive and the standard ingest template
Hadoop | HDFS 2.7.x+ Required if using Hive and the standard ingest template
Java Java Java 8_92+ The Kylo install will setup its own Java Home so it doesn’t affect any
other Java versions running on the machine.
Search | Elastic- 2.3.X,5.x For index and search of Hive metadata and indexing feed data when se-
search lected as part of creating a feed
Search | Solr 6.5.1 (Solr- | For index and search of Hive metadata and indexing feed data when se-
Cloud mode) lected as part of creating a feed

7.5 Linux Tools

Below are tools required to be installed on the Linux box before installing the Kylo components

Tool

Curl (for downloading installation files)

RPM or dpkg(for install)

7.6 Service Accounts

Required new linux service accounts are listed below. Within enterprises there are often approvals required and long
lead times to obtain service accounts. Kerberos principals are required where the service interacts with a Kerberized
Hadoop cluster. These services are not typically deployed to control and data nodes. The Nifi, activemq, Elastic
services and Kylo metastore databases (mysql or postgres) are IO intensive.
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Ser- Purpose Local Local Keytab file upn spn
vice Linux Linux
Users Groups
kylo- Kylo API Server kylo kylo, hdfs | /etc/security/keytabs/k¥lovsetwicekaytib.E.(OM*
services or  super-
group
kylo-ui Provides Kylo feed and op- | kylo kylo, hdfs
erations user interface or  super-
group
nifi Orchestrate data flows nifi nifi, hdfs or | /etc/security/keytabs/nifhstfwic& ReythbE.COM*
supergroup
ac- Broker messages between | activemq | activemq
tivemq components
elastic- Manages searchable index elastic- elastic-
search search search
mysql Metastore for Kylo feed | mysql or | mysql or
or manager and operational | postgres postgres
postgres | metadata

Note: You have the flexibility to change the installation locations and service accounts when using the TAR installa-

tion method

7.7 Network Ports

Kylo relies heavily on integration with other services. Below is a list of network ports that are required for the standard
ingest to work

Required

Optional

Port | From Service To Service
8400 | Browser/NiFi kylo-ui
8079 | Browser/kylo-services | NiFi
61616 | kylo-services/NiFi ActiveMQ
3306 | kylo-services/NiFi MySQL
9200 | kylo-services/NiFi Elasticsearch
9300 | kylo-services/NiFi Elasticsearch 2.x
8983 kylo-services/NiFi SOLR
9983 kylo-services/NiFi SOLR
10000 | kylo-services/NiFi HiveServer2
ALL kylo-spark-shell Yarn, data nodes
Port | From Service | To Service
8420 | REST Client kylo-services
8161 | Browser ActiveMQ Admin

7.7. Network Ports

97


mailto:kylo@EXAMPLE.COM
mailto:nifi@EXAMPLE.COM

Kylo Documentation, Release 0.9.1

7.8 Default HDFS Locations (for standard ingest)

The below locations are configurable. If you plan on using the default locations they will be create here.

HDFS Location | Description

/archive Archive original files

Jetl Feed processing file location

/model.db Hive feed, invalid, valid, profile location
/app/warehouse | Hive feed table final location
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CHAPTER 8

Prepare Install Checklist

This checklist will help you prepare for an enterprise deployment and is valuable if you require approvals ahead of
time. Please refer to the Review Dependencies guide for more details in each section

* Pre-installation
— [ ] Determine data throughput requirements based on expected feeds
— [ ] Will T use an existing Elasticsearch/SOLR instance?
— [ 1 Will T use an existing ActiveMQ instance?
— [ ] Review library dependencies to ensure HDFS/Hive/Spark is current enough
— [ ] Obtain approvals for Linux service users (If not, you must install using TAR method)
— [ ] Obtain approvals for network ports

— [ ] Determine if I want to leverage liquibase to automatically install database scripts and upgrades for
Kylo

— [ ] Request or generate SSL certificates if required
¢ Hardware/OS Provisioning
— [ ] Provision Edge Nodes
— [ ] Install supported operating system
* General Configuration Preparation
— [ ] Hive Hostname/IP Address:
— [ ] Ambari/Cloudera Manager IP Hostname/IP Address (if used):
— [ ] Ambari/Cloudera Manager “kylo” user username/password (if used):
— [ ] Kylo Edge Hostname/IP Address:
— [ I NiFi Edge Hostname/IP Address:
— [ 1 MySQL Kylo Hostname/IP Address:
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— [ 1 Kylo MySQL Installation User username/password (Create Schema Required):

— [1Kylo MySQL application username/password (For the kylo-services application and Hive metadata
access):

— [ 1 MySQL Hive Hostname/IP Address:

— [ ] Hive MySQL application username/password:

— [ ] HDFS root folder location (if different than default:
¢ Kerberos Configuration Preparation

— [ 1 KDC Hostname/IP Address (if used):

— [ ] Kerberos Principal for “kylo”:

— [ ] Kerberos Principal for “nifi”:

— [ ] Kerberos Principal for “hive” on the Hive Server2 Host:
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CHAPTER 9

Create Service Accounts

Creation of users and groups is done manually because many organizations have their own user and group management
system. Therefore we cannot script it as part of the RPM install.

Note: Each of these should be run on the node on which the software will be installed. If a machine will run nifi,
kylo and activemgq, all users/groups should be created. If running individual services, only the appropriate user/group
for that service should be created, not all of them.

9.1 Option 1: Install all users/groups on single node

To create all the users and groups on a single machine, run the following command:

useradd -r -m -s /bin/bash nifi && useradd -r -m -s /bin/bash kylo && useradd -r -m -
—s /bin/bash activemg

9.2 Option 2: Run individual useradd commands

If you are installing the Kylo components on different nodes you will need to run the commands individually. To
create individual users, run the following commands on the appropriate machines:

useradd -r -m -s /bin/bash nifi
useradd -r —-m -s /bin/bash kylo
useradd -r -m -s /bin/bash activemg

The following command can be used to confirm if the user and group creation was successful:

grep 'nifi\|kylo\|activemg' /etc/group /etc/passwd
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This command should give two results per user, one for the user in /etc/passwd and one in /etc/group. For example, if
you added all the users to an individual machine, there should be six lines of output. If you just added an individual
user, there will be two lines of output.

If the groups are missing, they can be added individually:

groupadd -f kylo
groupadd —f nifi
groupadd —-f activemqg

If all groups are missing, they can be all added with the following command:

groupadd —-f kylo && groupadd —-f nifi && groupadd —-f activemg
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cHAaPTER 10

Prepare Offline TAR

The OPTIONAL offline TAR file can be useful in two scenarios:
1. You are installing ActiveMQ, Elasticsearch, Java, or NiFi on nodes with no external network access.

2. You plan on installing ActiveMQ, Elasticsearch, Java, or NiFi on separate nodes than Kylo and want to take
advantage of the setup files you will want to generate an

The offline TAR file will include the binaries required to install the 4 services mentioned above.

10.1 Generate the TAR file

1. Install the Kylo RPM on a node that has internet access.

’$ rpm —-ivh kylo-<version>.rpm

2. Run the script, which will download all application binaries and put them in their respective directory in the
setup folder.

’$ /opt/kylo/setup/generate-offline—-install.sh

] Note \ If installing the Debian packages make sure to change the Elasticsearch download from RPM to DEB ‘

3. Copy the /opt/kylo/setup/kylo-install.tar file to the node you install the RPM on. This can be copied to a temp
directory. It doesn’t have to be put in the /opt/kylo/setup folder.

4. Run the command to tar up the setup folder.

tar -xvf kylo-install.tar

5. Note the directory name where you untar’d the files. You will need to reference the setup location when manually
running the shell scripts
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cHAPTER 11

Install Kylo

Choose one of the installation methods below to install Kylo.

11.1 RPM Install

Download the latest RPM (Downloads) , and place it on the host Linux machine that you want to install Kylo services
on.

Note: To use wget instead, right-click the download link and copy the url.

’$ rpm —ivh kylo-<version>.rpm

11.2 DEB Install

Download the latest DEB file (Downloads) , and place it on the host Linux machine that you want to install Kylo
services on.

Note: To use wget instead, right-click the download link and copy the url.

’$ dpkg -i kylo-<version>.deb

11.3 TAR File Install

The TAR file method is useful when you need more control over where you can install Kylo and you need the flexibility
to run Kylo as a different service user. In this example we will assume you want to install Kylo in the /apps folder, run
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it as the “ad_kylo” user and “users” group

1. Download the latest TAR (Downloads) , and place it on the host Linux machine that you want to install Kylo
services on.

2. Untar the file

$ sudo mkdir /apps/kylo
$ sudo tar -xvf /tmp/kylo-<version>-dependencies.tar.gz -C /apps/kylo

3. Run the post-install script

’$ sudo /apps/kylo/setup/install/post—-install.sh /apps/kylo ad_kylo users

11.4 TAR File Upgrade

If you are performing an upgrade please see the TAR file upgrade page for instructions

./installation/TarFileUpgrade
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cHAPTER 12

Install Additional Components

Now that Kylo has been installed you have a few different option to install the database scripts, ActiveMQ, Elastic-
search, Java, and NiFi

Note: The setup wizard currently doesnt autodetect that its on a SUSE. Therefore you should skip the Elasticsearch
installation step and download/install the DEB distribution manually.

12.1 Database Preparation

If you would like to run Kylo as a non-privileged user you should create a kylo database user and configure the
appropriate permissions.

12.1.1 Create Kylo Database and User

If you prefer to run Kylo as a non-privileged user and want to create the database schema yourself please do the
following.

Note: These commands need to be ran as a database administrator

Create the kylo database

This must be done as a database administrator

Postgres

$ sudo -u postgres psqgl

> CREATE DATABASE kylo;
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Create the kylo database user

Postgres

$ sudo -u postgres psql

> CREATE USER kylo WITH PASSWORD 'abcl23';

Grant Kylo user access to DB

Postgres

$ sudo -u postgres psgl -d kylo

grant usage on schema public to kylo;

GRANT ALL PRIVILEGES ON ALL TABLES IN SCHEMA PUBLIC TO kylo;

GRANT ALL PRIVILEGES ON ALL SEQUENCES IN SCHEMA PUBLIC TO kylo;

grant execute on all functions in schema public to kylo;

alter default privileges in schema public grant execute on functions to kylo;

vV V. V V V

If you plan to generate and run the SQL scripts manually (turn off liquibase), please see the “Manual Upgrades”
section in Database Upgrades

12.2 Option 1: Setup Wizard Installation

This is the easiest method and will allow you to choose which components to install on that node.

12.2.1 Setup Wizard Deployment Guide

Note that you will need a database user with schema create privileges if allowing the setup wizard to create the
database. If you prefer to create the “kylo” database yourself and/or create a “kylo” user please refer to Create Kylo
Database and User first

Step 1: Run the Setup Wizard

Warning: If Java 8 is not the system Java choose option #2 on the Java step to download and install Java in the
/opt/java/current directory.

1. From the /opt/kylo/setup directory

’ $ /opt/kylo/setup/setup-wizard.sh

2. Offline mode from another directory (using TAR file)

’ $ <PathToSetupFolder>/setup/setup-wizard.sh -o

Note: Both -0 and -O work.
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Follow the directions to install the following: - MySQL or Postgres scripts into the local database
* Elasticsearch
e ActiveMQ
* Java 8 (If the system Java is 7 or below)
* NiFi and the Kylo dependencies

The Elasticsearch and ActiveMQ services start when the wizard is finished.

12.3 Option 2: Manual Installation

This option shows you how to run the scripts manually and will allow you to make customizations as you go.

12.3.1 Manual Deployment Guide

This document explains how to install each component of the Kylo framework manually. This is useful when you
are installing across multiple edge nodes. Use this link to the install wizard (Setup Wizard Deployment Guide) if you
would prefer not to do the installation manually.

Note: Many of the steps below are similar to running the wizard-based install. If you want to take advantage of the
same scripts as the wizard, you can tar up the /opt/kylo/setup folder and untar it to a temp directory on each node.

Installation

For each step below, you will need to login to the target machine with root access permissions. Installation commands
will be executed from the command line

Step 1: Setup Directory

Kylo is most often installed on one edge node. If you are deploying everything to one node, the setup directory would
typically be:

’ SETUP_DIR=/opt/kylo/setup

You might install some of these components on a differnet edge node than where Kylo is installed. In this case, copy
the setup folder or offline TAR file to those nodes that do not have the Kylo applications installed. In that case, use
this SETUP_DIR command:

SETUP_DIR=/tmp/kylo-install

Step 2: Create the “dladmin” user

Before logging into Kylo for the first time you must create a password for the “dladmin” user. To created the password
please do the following:

1. Create a users.properties file and add the username/password
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$ vi /opt/kylo/users.properties
dladmin=myPassword

2. Modify the /opt/kylo/kylo-ui/conf/application.properties file

$ vi /opt/kylo/kylo-ui/conf/application.properties

# uncomment this Iline
security.auth.file.users=file:///opt/kylo/users.properties

3. Modify the /opt/kylo/kylo-services/conf/application.properties file

$ vi /opt/kylo/kylo-services/conf/application.properties

# uncomment this line
security.auth.file.users=file:///opt/kylo/users.properties

Please see Configure Access Control for information about configuring users and groups

Step 3: Install Java 8

Note: If you are installing NiFi and the kylo services on two separate nodes, you may need to perform this step on
each node.

There are 3 scenarios for configuring the applications with Java 8.
Scenario 1: Java 8 is installed on the system and is already in the classpath.

In this case you need to remove the default JAVA_HOME used as part of the install. Run the following script:

For kylo-ui and kylo-services
$ <SETUP_DIR>/java/remove-default-kylo—-java-home.sh

To test this you can look at each file referenced in the scripts for kylo-ui and kylo-services to validate the 2 lines setting
and exporting the JAVA_HOME are gone.

Scenario 2: Install Java in the default /opt/java/current location.

Note: You can modify and use the following script to unstall Java 8:

Online Mode

$ <SETUP_DIR>/Jjava/install-java8.sh <KYLO_HOME_DIR>

Offline Mode

$ <OFFLINE_SETUP_DIR>/java/install-java8.sh <KYLO_HOME_DIR> <OFFLINE_SETUP_DIR> -o

Example: /tmp/kylo-install/setup/java/install-java8.sh /opt/kylo /tmp/kylo-install/
—~setup -o

Scenario 3: Java 8 is installed on the node, but it’s not in the default JAVA_HOME path.

If you already have Java 8 installed, and want to reference that installation, there is a script to remove the existing path
and another script to set the new path for the kylo apps.
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For kylo-ui and kylo-services
$ /opt/kylo/setup/java/remove-default-kylo-java—-home.sh <KYLO_HOME>
$ /opt/kylo/setup/java/change-kylo-java—home.sh <JAVA_HOME> <KYLO_HOME>

Step 4: Install Java Cryptographic Extension

The Java 8 install script above will automatically download and install the Java Cryptographic Extension. This ex-
tension is required to allow encrypted property values in the Kylo configuration files. If you already have a Java 8
installed on the system, you can install the Java Cryptographic Extension by running the following script:

$ <SETUP_DIR>/java/install-java-crypt-ext.sh <PATH_TO_JAVA_HOME>

This script downloads the extension zip file and extracts the replacement jar files into the JRE security directory
($JAVA_HOME/jre/lib/security). It will first make backup copies of the original jars it is replacing.

Step 5: Install and Configure Elasticsearch

To get Kylo installed and up and running quickly, a script is provided to stand up a single node Elasticsearch instance.
You can also leverage an existing Elasticsearch instance. For example, if you stand up an ELK stack you will likely
want to leverage the same instance.

Option 1: Install Elasticsearch from our script.

Note: The included Elasticsearch script was meant to speed up installation in a sandbox or DEV environment.

1. Online Mode

$ <SETUP_DIR>/elasticsearch/install-elasticsearch.sh <KYLO_SETUP_FOLDER> <JAVA_8_HOME>

2. Offline Mode

S <OFFLINE_SETUP_DIR>/elasticsearch/install-elasticsearch.sh <OFFLINE_SETUP_DIR>
<.<JAVA_8_HOME> -o

Example: /tmp/kylo-install/setup/elasticsearch/install-elasticsearch.sh /tmp/kylo-
—install/setup /opt/java/current -o

Option 2: Use an existing Elasticsearch.

» To leverage an existing Elasticsearch instance, you must update all feed templates that you created with
the correct Elasticsearch URL.You can do this by going to the “Additional Properties” tab for that feed. If
you added any reusable flow templates you will need to modify the Elasticsearch processors in NiFI.

* Execute a script to create kylo indexes. If these already exist, Elasticsearch will report an
index_already_exists_exception. Itis safe to ignore this and continue. Change the host and
port if necessary.

/opt/kylo/bin/create-kylo-indexes—-es.sh localhost 9200 1 1

Note: Tip: To test that Elasticsearch is running type “curl localhost:9200”. You should see a JSON response.
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Step 6: Install ActiveMQ

Another script has been provided to stand up a single node ActiveMQ instance. You can also leverage an existing
ActiveMQ instance.

Option 1: Install ActiveMQ from the script

Note: The included ActiveMQ script was meant to speed up installation in a sandbox or DEV environment. It is not
a production ready configuration.

1. Online Mode

$ <SETUP_DIR>/activemqg/install-activemq.sh <INSTALLATION_FOLDER> <LINUX_USER> <LINUX_
.GROUP> <JAVA_8_HOME>

2. Offline Mode

$ <OFFLINE_SETUP_DIR>/activemqg/install-activemq.sh <INSTALLATION_FOLDER> <LINUX_USER>
< <LINUX_GROUP> <JAVA_8_ HOME> <OFFLINE_SETUP_DIR> -0

Example: /tmp/kylo-install/setup/activemqg/install-activemqg.sh /opt/activemg activemq
—activemg /opt/java/current /tmp/kylo-install/setup -o

Note: If installing on a different node than NiFi and kylo-services you will need to update the following properties

1. /opt/nifi/ext-config/config.properties

jms.activemg.broker.url

(Perform this configuration update after installing NiFi, which is step 9 in
—this guide)

2. /opt/kylo/kylo-services/conf/application.properties

jms.activemg.broker.url
(By default, its value is tcp://localhost:61616)

Option 2: Leverage an existing ActiveMQ instance

Update the below properties so that NiFI and kylo-services can communicate with the existing server.

1. /opt/nifi/ext-config/config.properties
spring.activemg.broker-url
2. /opt/kylo/kylo-services/conf/application.properties

jms.activemqg.broker.url

Step 7: Install NiFi

You can leverage an existing NiFi installation or follow the steps in the setup directory that are used by the wizard.

Option 1: Install NiFi from our scripts.
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This method downloads and installs NiFi, and also installs and configures the Kylo-specific libraries. This instance of
NiFi is configured to store persistent data outside of the NiFi installation folder in /opt/nifi/data. This makes it easy to
upgrade since you can change the version of NiFi without migrating data out of the old version.

1. Install NiFi in either online or offline mode:

Online Mode

$ <SETUP_DIR>/nifi/install-nifi.sh <NIFI_VERSION> <NIFI_BASE_FOLDER> <NIFI_LINUX_USER>
< <NIFI_LINUX_GROUP>

Offline Mode

$ <OFFLINE_SETUP_DIR>/nifi/install-nifi.sh <NIFI_VERSION> <NIFI_BASE_FOLDER> <NIFI_
+LINUX_USER> <NIFI_LINUX_GROUP> <OFFLINE_SETUP_DIR> -o

2. Update JAVA_HOME (default is /opt/java/current).

$ <SETUP_DIR>/java/change-nifi-java-home.sh <JAVA_HOME> <NIFI_BASE_FOLDER>/current

3. Install Kylo specific components.

Online Mode

$ <SETUP_DIR>/nifi/install-kylo-components.sh <NIFI_BASE_FOLDER> <KYLO_HOME> <NIFI_
—LINUX_USER> <NIFI_LINUX_GROUP>

Offline Mode

$ <SETUP_DIR>/nifi/install-kylo-components.sh <NIFI_BASE_FOLDER> <KYLO_HOME> <NIFI_
< LINUX_USER> <NIFI_LINUX_GROUP> <OFFLINE_SETUP_DIR> -0

Option 2: Leverage an existing NiFi instance

In some cases you may want to leverage separate instances of NiFi or Hortonworks Data Flow. Follow the steps below
to include the Kylo resources.

Note: If Java 8 isn’t being used for the existing instance, then you will be required to change it.

1. Copy the <SETUP_DIR>/nifi/kylo-.nar and kylo-spark-.jar files to the node NiFi is running on. If it’s on the
same node you can skip this step.

2. Shutdown the NiFi instance.

3. Create folders for the jar files. You may choose to store the jars in another location if you want.

’$ mkdir -p <NIFI_HOME>/current/lib

4. Copy the kylo-*.nar files to the <NIFI_HOME>/current/lib directory.
5. Create a directory called “app” in the <NIFI_HOME>/current/lib directory.

’$ mkdir <NIFI_HOME>/current/lib/app

6. Copy the kylo-spark-*.jar files to the <NIFI_HOME>/current/lib/app directory.

7. Create symbolic links for all of the .NARs and .JARs. Below is an example of how to create it for one NAR file
and one JAR file. At the time of this writing there are eight NAR files and three spark JAR files.
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$ 1In —-s <NIFI_HOME>/current/lib/kylo-nifi-spark-nar-+.nar <NIFI_HOME>/lib/kylo-nifi-
—spark—-nar.nar

$ 1In —-s <NIFI_HOME>/current/lib/app/kylo-spark-interpreter-*—-jar-with-dependencies. jar
<NIFI_HOME>/lib/app/kylo-spark-interpreter—-jar-with-dependencies. jar

8. Modify <NIFI_HOME>/conf/nifi.properties and update the port NiFi runs on.

nifi.web.http.port=8079

nifi.provenance.repository.implementation=com.thinkbiganalytics.nifi.provenance.repo.
—KyloPersistentProvenanceEventRepository

Note: If you decide to leave the port number set to the current value, you must update the “nifi.rest.port” property in
the kylo-services application.properties file.

Note: See NiFi & Kylo Provenance for more information on provenance.

9. There is a controller service that requires a MySQL database connection. You will need to copy the driver jar to
a location on the NiFi node. The pre-defined templates have the default location set to /opt/nifi/mysql.

(a) Create a folder to store the driver jar in.
(b) Copy the /opt/kylo/kylo-services/lib/mariadb-java-client-<version>.jar to the folder in step #1.

(c) If you created a folder name other than the /opt/nifi/mysql default folder you will need to update the
“MySQL” controller service and set the new location. You can do this by logging into NiFi and going to
the Controller Services section at root process group level.

10. Create an ext-config folder to provide JMS information and location of cache to store running feed flowfile data
if NiFi goes down.

Note: Right now the plugin is hard coded to use the /opt/nifi/ext-config directory to load the properties file.

11. Add additional System Property to NiFi boostrap.conf for the kylo ext-config location.

(@) Add the next javaargXX in  <NIFI_HOME>/conf/bootstrap.conf  set  to: -
Dkylo.nifi.configPath=<NIFI_INSTALL>/ext-config

Example: java.arg.15=-Dkylo.nifi.configPath=/opt/nifi/ext-config

Configure the ext-config folder

1. Create the folder.

$ mkdir /opt/nifi/ext-config

2. Copy the /opt/kylo/setup/nifi/config.properties file to the /opt/nifi/ext-config folder.

3. Change the ownership of the above folder to the same owner that nifi runs under. For example, if nifi runs as the
“nifi” user:

$ chown -R nifi:users /opt/nifi
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11. Create an activemq folder to provide JARs required for the JMS processors.
Configure the activemq folder

1. Create the folder.

’$ mkdir /opt/nifi/activemqg

2. Copy the /opt/kylo/setup/nifi/activemg/* jar files to the /opt/nifi/activemq folder.

’$ cp /opt/kylo/setup/nifi/activemqg/*.Jjar /opt/nifi/activemqg

3. Change the ownership of the folder to the same owner that nifi runs under. For example, if nifi runs as the “nifi”
user:

’$ chown -R nifi:users /opt/nifi/activemqg

OPTIONAL: The /opt/kylo/setup/nifi/install-kylo-components.sh contains steps to install NiFi as a service so that NiFi

can startup automatically if you restart the node. This might be useful to add if it doesn’t already exist for the NiFi
instance.
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cHAPTER 13

Enable Kerberos

If the cluster Kylo and NiFi will talk to has Kerberos enabled you will need to make a few additional configuration
changes before starting K